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Abstract

:

Investigating thermal transport at the Cu/Si interface holds significant importance, as understanding interface thermal conductance is crucial for enhancing materials interface thermal management, designing thermal interface materials, and improving the performance of thermoelectric devices. In this study, we conducted molecular dynamics simulations in conjunction with the Green–Kubo relation to calculate the thermal conductance of the Cu/Si interface. We successfully obtained Cu/Si interface potentials using the lattice inversion method. Our findings revealed that the thermal conductance of the Cu/Si interface is notably influenced by the interface structure. Specifically, the thermal conductance of the Cu(001)/Si(001) interface and the Cu(111)/Si(111) interface are similar, and both are higher than that of the Cu(110)/Si(110) interface. Furthermore, through first-principles calculations of the adhesion energy, we discovered that interface binding strength plays a critical role in determining interface thermal transport properties, and the influence of pressure was also discussed. This study contributes not only to the understanding of the thermal transport mechanisms at the Cu/Si interface but also provides important insights for designing novel interface materials.
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1. Introduction


Thermal resistance is important for many new fields, such as light-emitting diodes [1,2], quantum cascade lasers [3,4], phase-change memory [5,6], thermoelectric devices [7,8], wearable devices [9], and photovoltaic cells [10,11]. Lastly, thermal dissipation in batteries plays a crucial role [12]. The inefficient heat dissipation from batteries used in smartphones and electric vehicles not only affects performance and reliability but also, in the worst-case scenario, may lead to fires, completely destroying the device and causing disastrous consequences. Therefore, thermal transport across interfaces is a significant issue for microelectronics, photonics, and thermoelectric devices, and extensive experimental and theoretical research has been conducted in the past.



A review article published in 2022 [12] provides a detailed overview of the research progress in interface thermal resistance (the reciprocal of interface thermal conductance), focusing on developments in theory, computation, and experimentation over the 30 years since the last review by Swartz and Pohl [13] in 1989. The main methods for calculating interface thermal conductance within the framework of continuum theory include the acoustic mismatch model (AMM) and the diffuse mismatch model (DMM) [14,15]. When calculating thermal conductance across solid–solid interfaces, these two methods agree well with experimental results at low temperatures (T < 30 K) but show significant deviations at higher temperatures. The main reason is that these methods neglect phonon scattering at solid–solid interfaces at high temperatures. Molecular dynamics simulation at the atomic scale is an effective approach to address these issues. Current methods include non-equilibrium molecular dynamics (NEMD) and equilibrium molecular dynamics (EMD).



Thermal transport across metal/semiconductor interfaces is a critical concern for microelectronic device applications. Experimental studies on interface thermal conductance have been conducted extensively, as illustrated in Figure 1. In a recent research [16], the thermal conductance of metal/semiconductor interfaces was investigated using the non-elastic phonon transport method. The study unveiled that the majority of phonons also undergo non-elastic transmission across their interfaces at high temperatures, significantly enhancing the interface thermal conductance. It was found that the interface sharpness strongly influences the phonon transmission process. The thermal conductance of the Al/Si and Al/GaN interfaces at room temperature were approximately 379 and 423 MWm−2K−1, respectively. In other studies, Cheaito et al. [17] measured the thermal conductivities of the Al/Si, Pd/Si, Pt/Si, and Au/Si interfaces using the time-domain thermoreflectance (TDTR) experimental method, yielding values of 215, 162, 150, and 45.8 MWm−2K−1, respectively. Stevens et al. [18] conducted measurements using the thermal boundary resistance (TBR) experimental method and found thermal conductance values of 71, 140, 120, and 200 MW m−2K−1 for the Au/Si, Pt/Si, Al/Si, and Cr/Si interfaces, respectively. Additionally, Lu et al. [19] calculated the interface thermal conductance of the Cu/Si system using an extended two-temperature molecular dynamics model, resulting in a value of 436 MW m−2K−1. Cruz et al. [20] obtained a Cu/Si interface thermal conductance of 234-263 MW m−2K−1 using the NEMD approach. Based on the findings from both experimental measurements and theoretical calculations of interface thermal conductance, it is evident that theoretical calculations tend to yield slightly higher values compared to experimental measurements. For example, in the Al/Si interface system, the experimental measurement and theoretical calculation results stand at 120 and 379 MW m−2K−1, respectively. Aside from the inevitable defects inherent in the material preparation process, the intricate nature of the interface structure further contributes to considerable uncertainty in theoretical calculations. Although the literature mentioned above has investigated the metal/semiconductor interface, theoretical calculations of interfacial thermal conductance remain challenging, primarily due to the complexity of interfaces, including variations in interface crystallographic direction. These issues limit the theoretical research on interfacial thermal conductance.



Currently, there are few studies using molecular dynamics to investigate the influence of index crystal face on interfacial thermal conductance, mainly due to the lack of corresponding interface interatomic potentials. To address this issue, we employed lattice inversion methods to obtain the Cu/Si atomic potential at the interface. With this, utilizing molecular dynamics in conjunction with the Green–Kubo relation, we calculated the thermal conductance of three interfaces: Cu(111)/Si(111), Cu(110)/Si(110), and Cu(001)/Si(001). Finally, we discussed and analyzed the factors that affect interface thermal conductance. Note that the pairwise interface potentials obtained via the lattice inversion method using the first-principles data as input are formally exact, thus inheriting the accuracy of first-principles approaches to a great extent. This merit enables the atomistic simulations to capture the information of detailed interface configurations. As such, differences in heat transport between different interfaces can be estimated effectively.




2. Calculation Methods


2.1. Lattice Inversion


The accuracy of the interface atomic potential is crucial for studying interface structure and transport properties. Therefore, we employed the Chen–Mobius lattice inversion method [21] to obtain the atomic potential at the Cu/Si interface. This method utilizes the Mobius theorem from number theory combined with crystal structure information to acquire interatomic interaction potential. Particularly, given the current lack of interface atomic potentials, employing lattice inversion methods to obtain them holds significant practical significance. This approach has been successfully applied to various interface scenarios, such as metal/MgO [22], metal/Al2O3 [23], metal/SiC [24], and Ag/Si [25]. Here is a brief overview of the lattice inversion method:



The interfacial adhesive energy can be expressed as follows:


  E ( x ) =   ∑  n = 1  ∞   r ( n ) φ ( b ( n ) x )   ,  



(1)




where x and φ represent the interfacial distance and atomic potential, while r(n) and b(n) denote the coordination number and interatomic distance of the nth nearest neighbor. According to lattice inversion theory, the atomic potential can be written as follows:


  φ ( x ) =   ∑  n = 1  ∞   J ( n ) E ( B ( n ) x )   ,  



(2)




where B(n) is the extended b(n), and J(n) is the inversion coefficient. The set of {B(n)} needs to satisfy the properties of a multiplicative closure, i.e., for any b(n) and b(m), there exists a B(k), such that   B ( k ) = b ( m ) × b ( n )  , where m, n, and k are all positive integers. For detailed procedures, please refer to reference [21].



The formula above reveals that acquiring the interfacial adhesion energy and interface structural details is adequate for obtaining the atomic interaction potential between interface atoms. In this paper, the interfacial adhesion energy curve of the Cu/Si interface with varying interface distances was obtained using first-principles methods. Consequently, Equation (2) was utilized to derive the atomic potential between Cu and Si at the interface.



Specifically, the interface potential is obtained as follows:



Step 1: Constructing the interface structure. For example, for the Cu(111)/Si(111) interface, match the 3 × 3 Cu(111) surface with the 2 × 2 Si(111) surface, ensuring that the thickness of the Cu and Si atomic layers perpendicular to the interface exceeds 8 Å. With this, first-principles calculations are performed to compute the static energy of the interface structure at different interface spacings. This gives the interface adhesive energy curve, i.e., E in Equation (2).



Step 2: Determining the nearest-neighbor relationships between the two sides of the interface structure, i.e., r(n) and b(n) in Equation (1). With this, the Mobius inversion is applied to obtain J(n) and B(n), as stated in Equation (2).



Step 3: Obtaining the Cu/Si interface atomic potentials with Equation (2).




2.2. Interface Thermal Conductance


This paper employs equilibrium molecular dynamics combined with the Green–Kubo relation to calculate the interface thermal conductance. The formula for calculating the interface thermal conductance is as follows:


  G =  1  A  k B   T 2       ∫ 0 ∞     Q ( t ) Q ( 0 )   d t    ,  



(3)




where A, kB, and T represent the interface area, Boltzmann constant, and temperature, respectively. Q is the heat flux across the interface, and <Q(t)Q(0)> is the autocorrelation function of the heat flux. The heat flux Q across the interface can be expressed by the following equation:


  Q =  1 2    ∑  i , j       f  i j    v j  −  f  j i    v i      ,  



(4)




for the materials I1 and I2, on the two sides of the interface, as shown in Figure 2, where atoms I ∈ I1 and j ∈ I2. fij represent the interaction force between atoms, while vi and vj represent the velocities of atoms i and j, respectively [26]. The factor of 1/2 in the formula takes into account the interaction energy between I1 and I2, with half attributed to I1 and the other half attributed to I2.




2.3. Computational Details


The adhesive energy was calculated using the first-principles calculation software VASP.5.4.4 [27,28]. The GGA-PBE [29] functional was chosen for the exchange correlation, with a cutoff energy of 400 eV, and an energy convergence criterion of 1 × 10−6 eV/atom. Calculations were performed only at the Gamma point in reciprocal space. The adhesive energy curve     E   a d     d   =   E   t o t     d   −   E   t o t     ∞    , where     E   t o t     ∞     represents the system energy at infinite interface distance, is obtained by selecting a cutoff distance of 6 Å to approximate infinite separation.



In this study, the Q was computed using the classic molecular dynamics code LAMMPS [30,31]. The structural model used in the system is shown in Figure 2. Firstly, the model was initially equilibrated using the conjugate gradient method to obtain a minimum energy structure and then relaxed under the Nose–Hoover (NPT) ensemble with zero pressure for 20 ps, and then employed the canonical (NVT) ensemble for 900 ps with a time step of 1 fs. The Cu/Cu potential was described by the embedded atom method (EAM) [32,33]. This EAM potential is a many-body interaction potential primarily used for simulating metal and alloy systems, capable of accurately representing the mechanical properties of metal systems. The Si/Si potential was represented by the Tersoff potential [34]; the Tersoff potential is mainly used to simulate compounds with covalent bonds, accurately reflecting the properties of such bonds. The atomic interaction potentials in bulk materials have been extensively researched, and mature databases have been established, such as the well-known databases created by National Institute of Standards and Technology (NIST). However, due to the complexity of interfaces, there are very few atomic interaction potentials between interfaces. In this paper, the atomic potential between Cu/Si interfaces is obtained through lattice inversion, and the Cu/Si potential parameters using the Morse type listed in Table 1.





3. Results and Discussions


3.1. Adhesive Energy


The lattice constant of Cu in the fcc phase is 3.615 Å, while that of Si in the diamond structure is 5.431 Å. To minimize the lattice mismatch at the interface, we matched six Cu supercells with four Si supercells, resulting in a mismatch of the constructed interface structure of approximately 0.16%, as illustrated in Figure 3.



From Figure 4, it can be observed that the bonding energy of the Cu(111)/Si(111) interface (−0.137 eV/Å2) is close to that of the Cu(001)/Si(001) interface (−0.138 eV/Å2) under the condition of lowest energy, and lower than that of the Cu(110)/Si(110) interface (−0.110 eV/Å2). In contrast to the adhesive energy, the Cu(111)/Si(111) interface spacing (2.2 Å) is the largest under the condition of lowest energy, followed by the Cu(110)/Si(110) interface spacing (2.1 Å), and the smallest is the Cu(001)/Si(001) interface spacing (2.0 Å). This is mainly attributed to two factors: the number of Cu atoms in the interface plane, and the unsaturated chemical bonds of the Si atoms at the interface.



In crystal structures, the number of atoms per unit area is proportional to the interplanar spacing of that plane. Therefore, we can understand the atomic number density within a plane by discussing the interplanar spacing. For the convenience of discussion, the interplanar spacing of the (111) plane, the (110) plane, and the (001) plane are denoted as d111, d110, d001, respectively. For the face-centered cubic phase of Cu, d111 is equal to   a /  3   , d110 is equal to   a /  8   , and d001 is equal to   a / 2  , where a is the lattice constant. The ratio of these interplanar spacing is     d   111   :   d   110   :   d   001   =  8  :  3  :  6   . The crystal structure of Si is the diamond type, composed of two face-centered structures nested within each other, with one displaced relative to the other along the [111] direction. Therefore, the rate of the interplanar spacing of Si is similar to that of Cu. Obviously, the atomic number density is highest on the (111) plane, slightly lower on the (001) plane compared to (111) plane, and lowest on the (110) plane. This trend in variation aligns with the adhesive energies of interface shown in Figure 4.
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Figure 4. Curves of the adhesive energies for three Cu/Si interfaces as a function of interfacial distance, computed using first-principles methods. 






Figure 4. Curves of the adhesive energies for three Cu/Si interfaces as a function of interfacial distance, computed using first-principles methods.
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3.2. Cu/Si Potential


To accurately characterize interface-related properties, this study utilized the lattice inversion method to obtain the Cu/Si potentials for Cu(111)/Si(111), Cu(110)/Si(110), and Cu(001)/Si(001) interfaces, as shown in Figure 5a. For convenience, a Morse function was employed for fitting, and the fitting parameters are detailed in Table 1. The Morse function takes the following form:


  φ ( r ) =   D   0       e   − 2 α ( r −   r   0   )   − 2   e   − α ( r −   r   0   )     ,  



(5)




where     D   0    , α, and     r   0     are the potential parameters.     D   0     describes the depth of the potential well, where a larger     D   0     indicates a stronger binding energy between atoms. α describes the width of the potential well, with a larger α resulting in a narrower opening of the potential well. Meanwhile,     r   0     represents the distance at which interaction force between atoms becomes zero.



From Figure 5a, it is evident that the Cu/Si potentials differ among the three interface conditions. Specifically, the potential well of Cu/Si at the Cu(111)/Si(111) interface is shallower compared to that at the Cu(110)/Si(110) and Cu(001)/Si(001) interfaces. Additionally, the potential well at the Cu(110)/Si(110) interface is slightly shallower than that at the Cu(001)/Si(001) interface. This discrepancy is primarily attributed to interface charge transfer, where a higher number of unsaturated bonds in Si atoms leads to increased charge transfer. For Si with a diamond structure and Cu with a face-centered cubic structure, the (111) planes are densely packed, resulting in weaker interlayer interactions compared to other cases. Consequently, this leads to less charge transfer at the (111) interface, resulting in a weaker Cu/Si potential compared to the other two interface conditions. It is worth noting that the Cu/Si potentials in this paper are smaller than the results in reference [19]. This is mainly because the Cu/Si atomic potential used in this paper is primarily obtained from the interfacial structure’s adhesion energy through lattice inversion methods, while the Cu/Si atomic potential in reference [19] is fitted from the physical properties of bulk materials. The adhesion energy between interfaces is generally much smaller than the bonding energy within bulk materials, resulting in the Cu/Si atomic potential used in this paper being much weaker than that in the literature. This result can be clearly observed from the parameter     D   0     in Table 1.
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Figure 5. (a) presents the Cu/Si potentials obtained using the lattice inversion method for different Cu/Si interfaces, while (b–d) compare the interface adhesion energies calculated by the first-principles method and the Cu/Si potentials. 






Figure 5. (a) presents the Cu/Si potentials obtained using the lattice inversion method for different Cu/Si interfaces, while (b–d) compare the interface adhesion energies calculated by the first-principles method and the Cu/Si potentials.
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To validate the reliability of the Cu/Si potentials, we computed the interface adhesion energy for three different interfaces using the derived Cu/Si potential, as depicted in Figure 5b–d. It is evident that the adhesion energies calculated from the Cu/Si potential obtained through inversion closely match the results from first-principles calculations, whether at equilibrium spacing or within compression or stretching ranges. This ensures that the Cu/Si potentials obtained in this study can be applied in molecular dynamics simulations under high-temperature and high-pressure conditions, thereby aiding in further accurate calculations of the thermal conductance of the Cu/Si interface.



Of course, we want to point out that the atomic configuration of the Cu/Si interface is relatively simple such that the lattice inversion can be readily performed. If the configuration of the interface is complex, involving a large number of atoms in the translational unit cell, the lattice inversion may produce non-converged results. On the other hand, similar to other potentials, the lattice inversion potentials also have a limited transferability.




3.3. Interface Thermal Conductance


Equations (3) and (4) indicate that calculating interface thermal conductance requires obtaining the interface heat flux Q. We obtained the velocities and forces of atoms near the interface to calculate the heat flux Q according to Equation (4). Subsequently, the interface thermal conductance was determined using Equation (3).



To understand the relationship between temperature and the interface thermal conductance, we calculated the heat current autocorrelation function at different temperatures, as depicted in Figure 6a. For better comparison, the curves for 300, 500, 700, and 900 K were, respectively, shifted upward by 1 to 4 units. Initially, the heat current autocorrelation function exhibits significant oscillations, followed by gradual convergence. At different temperatures, the convergence rate of the heat current autocorrelation function varies, accelerating with temperature increase. At 100 K, the heat current autocorrelation function reaches convergence near 10 ps, while at 300 K, convergence is achieved in approximately 3 ps. Additionally, the amplitude of oscillations in the converging portion of the heat current autocorrelation function varies with temperature. We calculated the average amplitude of the heat current autocorrelation function within the correlation time range of 10~40 ps, as shown in Figure 6b. It is evident that as temperature increases from 100 to 900 K, the amplitude of the heat current autocorrelation function increases from approximately 0.03 to 0.1 (MW)2/m2, demonstrating a linear relationship with temperature.



The computed thermal conductance of the Cu(111)/Si(111) interface is presented in Figure 7. To minimize errors caused by initial temperature distributions, the calculations were performed five times (as shown in Figure 7a) and averaged. It can be observed that when the correlation time is less than 5 ps, the computed interface thermal conductance has essentially converged, and the fluctuations from multiple calculations are relatively small. From Figure 7b, it is apparent that the thermal conductance of the Cu(111)/Si(111) interface decreases with increasing temperature, roughly inversely proportional to the first power of the temperature. This is mainly caused by two factors: one is the linear increase in the amplitude of the heat current autocorrelation function with temperature, as shown in Figure 6b, and the other is due to the presence of a 1/T2 factor in the calculation of interface thermal conductance in Equation (3). The combined effect of these two factors results in the inverse proportionality of the interface thermal conductance to temperature.



Using the same method, this study calculated the thermal conductivities of the Cu(111)/Si(111), Cu(110)/Si(110), and Cu(001)/Si(001) interfaces at 300 K to be 155, 113, and 192 MW/m2K, respectively. The thermal conductivities of the Cu(111)/Si(111) and Cu(110)/Si(110) interfaces are similar, with both larger than that of the Cu(110)/Si(110) interface. This result is consistent with the interface adhesion energy (Figure 4), indicating that the strength of interface adhesion is one of the main factors influencing interface thermal conductance. From Table 2, it can be observed that the thermal conductance calculated in this study is smaller than the values reported in other studies [19,20]. There are two main reasons for this discrepancy. Firstly, the Cu/Si potential obtained through lattice inversion in this study is weaker than those used in other studies in the literature. Secondly, the Green–Kubo method used in this study does not account for the coupling between electrons and phonons. In reference [19], it was mentioned that in the results of the interface thermal conductance at the Cu/Si interface, the contribution of electron–phonon coupling to the interface thermal conductance accounts for approximately 18% of the total interface thermal conductance. Excluding the effect of electron–phonon coupling, the interface thermal conductance calculated in our work is still lower than that calculated by Lu et al. [19]. The reason for this difference is attributed to the different Cu/Si interfacial potentials. Therefore, this method is not applicable for calculating the interface thermal conductance in conductive systems.




3.4. Pressure Effect


Considering the complexity of material application environments, this paper calculates the variation of interface thermal conductance under pressure perpendicular to the interface. To apply pressure on the system, the molecular dynamics ensemble is chosen as isothermal–isobaric (NPT), with the 300 K temperature and other parameters unchanged. The calculation results are shown in Figure 8. It can be observed that the interface thermal conductance converges fastest under ambient pressure and slows down with increasing pressure. Under 10 GPa, the interface thermal conductance basically converges after 20 ps. The average values of interface thermal conductance between 20~40 ps are listed in Table 2, showing that the interface thermal conductance increases with pressure. When the pressure reaches 10 GPa, the thermal conductance reaches 290 MW/m2K. This is mainly because an increase in pressure reduces the interfacial spacing, leading to an increase in the interaction forces between Cu and Si at the interface. Additionally, when the temperature remains constant, there is not much change in the average velocity of atoms. According to Equation (4), this results in an increase in interfacial heat flux, ultimately leading to an increase in interface thermal conductance.





4. Conclusions


This study conducted first-principles calculations to determine the interface adhesion energy curves for the Cu(111)/Si(111), Cu(110)/Si(110), and Cu(001)/Si(001) interfaces. The results reveal that the adhesion energies of the Cu(111)/Si(111) and Cu(001)/Si(001) interfaces are similar, both exceeding that of the Cu(110)/Si(110) interface. Leveraging the interface adhesion energy curves, this paper obtained Cu/Si interface atomic potentials for the three interface models (Cu(111)/Si(111), Cu(110)/Si(110), and Cu(001)/Si(001)) using lattice inversion methods. In contrast to the interface adhesion energies, the interface potentials obtained by inversion for the Cu(110)/Si(110) and Cu(001)/Si(001) interfaces are close, with their intensities greater than that of the Cu(111)/Si(111) interface. Utilizing the interface potentials obtained by inversion, this study computed the interface thermal conductance of the three interface models. At 300K, the thermal conductance values of the Cu(111)/Si(111) and Cu(110)/Si(110) interfaces are similar, both surpassing that of the Cu(110)/Si(110) interface. The results underscore the correlation between interface thermal conductance and interface adhesion energy. The calculation results show that under pressure applied perpendicular to the interface, the interface thermal conductance increases with increasing pressure. This is primarily attributed to the enhanced interaction between Cu and Si on opposite sides of the interface.



The interface thermal conductance between Cu(001) and Si(001) surfaces is the highest. This suggests a possible direction in the silicon-based device design towards a good heat dissipation performance. Moreover, the findings on the impact of external pressure on interface thermal conductance are also valuable as references for the encapsulation process where external pressure may be exerted to devices. Future research directions include extending this method to other metal–semiconductor interface systems, and even to nanotube–metal interfaces.
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Figure 1. Experimentally measured thermal boundary conductance versus the ratio of the elastic moduli of the two constituent materials [10]. 
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Figure 2. Schematic of the interface structure. 
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Figure 3. Cu(111)/Si(111) interface structure, with six unit cells of Cu matched with four unit cells of Si. The thickness of Cu is 18.8 Å (10 atomic layers), while Si has a thickness of 29.0 Å (10 double atomic layers). d represents the interfacial distance, and the vacuum layer is about 15 Å thick. 
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Figure 6. The variation curve of the heat current autocorrelation function over time (a) and the average amplitude between 10~40 ps (b). 






Figure 6. The variation curve of the heat current autocorrelation function over time (a) and the average amplitude between 10~40 ps (b).



[image: Metals 14 00453 g006]







[image: Metals 14 00453 g007] 





Figure 7. (a) illustrates the change in thermal conductance of the Cu(111)/Si(111) interface with correlation time at 300 K, and (b) shows its variation with temperature. 
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Figure 8. Interface thermal conductance of Cu(111)/Si(111) interface under different pressures at 300 K temperature. 
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Table 1. Parameters of Cu/Si potential obtained by the lattice inversion method and other references, with the potential function in Morse form.
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	Interface Model
	D0 (eV)
	α
	r0 (Å)





	Cu(111)/Si(111)
	0.1983
	1.5188
	2.8395



	Cu(110)/Si(110)
	0.3247
	1.7009
	2.5873



	Cu(001)/Si(001)
	0.3434
	1.6154
	2.6225



	Cu/Si [19]
	0.9
	1.11
	3.15










 





Table 2. Summary of the calculated interface thermal conductance of the Cu/Si interface in this work and other references.
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Interface Model

	
Temperature (K)

	
Pressure (GPa)

	
G (MW/m2K)






	
Cu/Si [19]

	
300

	
-

	
436




	
Cu/Si [20]

	
300

	
-

	
234–263




	
Cu(110)/Si(110)

	
300

	
0

	
113




	
Cu(001)/Si(001)

	
300

	
0

	
192




	
Cu(111)/Si(111)

	
100

	
0

	
438




	
300

	
0

	
153




	
500

	
0

	
101




	
700

	
0

	
74




	
900

	
0

	
59




	
300

	
Ambient

	
125




	
300

	
5

	
213




	
300

	
7.5

	
248




	
300

	
10

	
290
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