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Abstract: The exploitation of data in the media industry has always played a significant role. This
is especially evident today, since data (and in many cases big data) are generated through various
activities that relate to the production and also consumption of news. This paper attempts to highlight
the importance of big data utilization in the media industry. Specifically, it discusses cases of big
data exploitation, such as media content consumption and management, data journalism production,
social content utilization, and participatory journalism applications. The study also examines the
changes that big data has introduced in all stages of the journalism practice, from news production
to news distribution, by utilizing the available tools. Finally, it discusses new developments that
relate to semantic web (Web 3.0) technologies, which have already started to be adopted by media
organizations around the world.
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1. Introduction

In the last 20 years, the amount of digital data that is being produced by various
human activities is increasing at an exponential rate (Veglis and Maniou 2018). The need
for handling big data is considered to be a dominant factor due to the added value one
can gain through working with data. We are living in the era of big data, which is huge
amounts of data in digital form. The study of big data can offer interesting insights into
numerous scientific disciplines and industries (Kitchin 2014; Kitchin and McArdle 2016).

The exploitation of data in the media industry has always played an important role,
especially nowadays, when people interact with various sources of information and spend
more time online, producing data through their devices (smartphones, tablets, laptops,
etc). The process of analyzing and interpreting these data, in terms of profit, is becoming
more productive than ever before for the media sector (Nelson and Webster 2016; Stone
2014). Data journalism is another area that directly relates to the exploitation of big data.
This journalism specialty has gathered significant attention in the last decade, and it is
considered to be a significant factor in the development of the media industry (Veglis
and Bratsas 2017). Social media, and specifically, User-Generated Content (UGC), is a
valuable source of information for media organizations (Veglis 2014). Every day, significant
amounts of UGC are generated. UGC is also related to participatory journalism (Saridou
and Veglis 2016), which is believed to be an area that needs to be developed more by media
organizations. The sheer volume of UGC means that it can be classified as big data. Based
on the above, it is quite obvious that many areas that relate to the media sector, have to do
with big data.

This paper aims to highlight the importance of big data utilization by media organiza-
tions. It examines all the previously mentioned areas of big data exploitation, namely, media
content consumption and management, data journalism investigation and production, the
role of data mining in big data applications, social content utilization and participatory
journalism applications. It thus focuses on case studies from the media field that employ
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big data strategies in order to monitor user-generated content posted both on the company
website and on social media platforms. The paper also explores whether and how big data
can be used to minimize the risks and the problems of UGC, as it happens with customers
by brands in marketing. It also discusses the developments that big data has introduced
in all the stages of the journalism practice, from news production to news distribution, by
utilizing the available tools. Finally, the study examines the changes that semantic web
technologies, in relation to the exploitation of big data, have already started to implement
in the media sector.

Based on the above we can conclude that the main objectives of the study are:

• Identify the importance of big data utilization by media organizations.
• Present the application areas of big data exploitation (media content consumption and

management, data journalism investigation and production).
• Highlight the role of data mining in big data applications, social content utilization,

and participatory journalism applications.
• Discuss the changes that semantic web technologies will introduce to the exploitation

of big data in media organizations.

2. Big Data in Media Organizations

The term “big data” was proposed at the end of the 20th century. It portrays datasets
so large that they cannot be captured, curated, managed, and processed by commonly used
software running on standard personal computers (Lewis and Westlund 2015; Snijders
et al. 2012). Kitchin (2014) proposed a more detailed definition: “Big Data is huge in
volume (terabytes or petabytes), high in velocity (being created in or near real-time),
diverse in variety (structured and unstructured in nature), exhaustive in scope (striving to
capture entire populations or systems), fine-grained in resolution and uniquely indexical in
identification, relational in nature (containing common fields that enable the conjoining of
different data sets), and flexible (can be extended and expanded).”

Big data has had an impact on many industries, including the media industry (Veglis and
Maniou 2018), where its application has been facilitated by new technological developments
that have automated and, to some extent, simplified data analysis (Stone 2014). Big data
exhibit the following characteristics: volume, variety, velocity, and veracity (Hilbert 2016).

Media organizations realized that by studying content consumption data, they can
extract useful information which may help in designing successful publishing strategies
and lead to new revenue opportunities. Moreover, with the digitization of the journalistic
process and the introduction of the internet and its services, media organizations have
at their disposal multiple publishing channels (Veglis 2012). Each one of these channels
represents a source of data, and all of them together constitute large volumes of information
that can be categorized as big data. Newspaper circulation, Radio and TV ratings, audience
views, searches, preferences, clickstreams, log files, and social media sentiment are some
examples of data provided by the channels mentioned above and which can be exploited
by media organizations (Newman et al. 2018; Stone 2014).

Big data can also be used in the production process in media organizations. Specifically,
the availability of data in digital form and the abundance of efficient online tools that
analyze, visualize, and publish large amounts of data have fueled the introduction of
data journalism (Veglis and Bratsas 2017). Data journalism can be defined as the process
of extracting useful information from data, writing articles based on the information,
and embedding visualizations (interactive in some cases) in the articles that help users
understand the significance of the story or allow them to pinpoint data that relate to them.
Thus, big data encourage the use of infographics and data visualizations in journalistic
projects and introduce new facets for understanding the transformation of raw information
into journalistic truth (Kalatzi et al. 2018; Karypidou et al. 2019).

Social media content, especially user-generated content, is considered to be a valuable
source of information for journalism organizations (Veglis 2014). However, collecting,
archiving, and exploiting such data is not an easy task, since the amount of data and their
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diversity require special skills and increased computational resources. Lastly, big data is
also employed in the case of participatory journalism, where journalists are called to exploit
the information provided by the public (Saridou and Veglis 2016).

Taking into consideration the multiple uses of big data in media organizations and in
order to have a better understanding of their dynamics in different application areas, all the
information was included in a visualization. As shown in Figure 1, media organizations
can take advantage of big data for content consumption and management, data journalism
applications and practices, and data mining purposes.
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Next, the previously mentioned areas, where big data have a significant impact on the
operation of media organizations, are being analyzed.

3. Content Consumption

Since the digitalization of the media industry and the evolution of ICT, there has
been a fundamental change in the media industry on how it uses data and analytics.
Media organizations utilize big data to understand why users subscribe and unsubscribe
to their services (Evens and Van Damme 2016). During the last decades, the way news
is consumed by people has fundamentally changed. The convergence of information
and communication technologies (Spyridou et al. 2013), along with the proliferation of
the internet services (Veglis and Pomportsis 2014) and the availability of a wide range
of portable devices (Thurman et al. 2018) has turned readers, listeners, and viewers into
users who hold a decisive role in content consumption (Turnbull 2020). According to the
latest Reuters Institute Digital News Report, the use of smartphones for news has grown
at its fastest rate for many years, especially during Coronavirus lockdowns, while the use
of laptops, desktop computers, and tablets is stable or falling (Newman et al. 2021). In
this vein, media organizations adapt their news production process by using, for example,
native taps and swipes to break up narratives and by providing visually rich formats that
reshape storytelling in the mobile context (Newman et al. 2018).

Apart from different devices, news can also be found in a plethora of online sources,
breaking the exclusivity of mainstream media outlets. The web and alternative news sources
have offered several opportunities for varied content consumption, which is additionally
influenced by the collapse of local, daily newspapers and the growing 24-h cable news cycle
(Bentley et al. 2019). People can now discover stories from thousands of websites, social
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media platforms, email newsletters, or direct browsing (Bentley et al. 2019). Specifically,
research suggests that social media are becoming central to the way people experience
news, as networked media technologies are extending the users’ ability to create and receive
personalized news streams (Hermida et al. 2012). A large majority of users visit one or
more social networks or messaging apps for consuming, sharing, or discussing news. The
largest proportion of social media news users says they are most likely to pay attention to
mainstream media and journalists, although there are many who appreciate the alternative
perspectives as well (Newman et al. 2021).

Consumer data collected from social media user behavior often reveal overlooked
factors that have the potential to drive consumer interest. Big data help media organizations
to understand the demand for different types of news and types of content for a given age
group on different available publishing channels. They also investigate when users are
most likely to view content and on what devices. The data sizes that the major players in
the media sector are employing today are quite staggering. In 2017, Facebook collected and
processed 500 Terabytes of data every day (Singh 2017).

Within this framework, consumption becomes fragmented, since many media outlets
face the challenge of customizing their content or programming in order to appeal to differ-
ent niche audiences (Gruszynski Sanseverino and De Lima Santos 2021). The significant
growth in the use of social networking platforms and mobile devices for news access has
facilitated the exposure to personalized information spaces (Thurman et al. 2018). As a
result, news organizations that pursue reader loyalty and trust have a strong incentive to
implement personalization algorithms, aiming to achieve particular goals by taking into
account diverse user attitudes and providing high-quality recommendations (Bodó et al.
2019). For media organizations, big data strategies can include audience analytics to enable
a deeper understanding and targeting of users, tools to utilize public and private databases
for journalistic storytelling, tools to manage and search the exploding amount of content,
and tools to automate the production of text or video stories (Stone 2014).

In the light of such widespread changes, research evidence underscores data exploita-
tion practices by several organizations. For example, Huffington Post uses big data in order
to optimize content, ensure the efficacy of native advertising, regulate advertising place-
ment, and create passive personalization. The mainstream media outlet pursues a more
accurate analytical approach to decision making in order to improve user and advertiser
experience, while enabling content delivery at the right time, on the right device, and to
the right audience (Stone 2014). Similarly, the New York Times aims to customize online
news delivery by adjusting users’ experience to accommodate individual interests through
an enriched experience that keeps the most important and compelling news at the center
of the website for everyone but treats readers according to their unique preferences and
habits (Spayd 2017). In the same context, the Nielsen Company recently introduced its new
measurement service, which utilizes vast sets of data mined from Twitter. Although data
have always played an important role in the television industry, particularly in relation to
ratings and market research, it is the volume, variety, and velocity of big data that have
forced the development of new innovative practices (Kelly 2019).

4. Data Journalism

In the last 30 years, digital technologies with the introduction of various tools have
made journalistic work easier. However, they have also made journalist work more difficult,
because they have overwhelmed journalists with more information than can be handled by
their investigative toolboxes (Venturini et al. 2018). Data journalism emerges as a result
of these changes, and it is related to data-driven journalism. Specifically, the introduction
of Information and Communications Technology (ICT) and the availability big data have
turned data journalism into its current form. Big data are sociocultural phenomena that
differentiate data journalism from other forms of journalism that have used huge amounts
of data or databases (Sandoval-Martín and La-Rosa 2018). Bradshaw (2010) marks that
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“data can be the source of data journalism, or it can be the tool with which the story is told,
or it can be both”.

As a term, data Journalism was first referred to by Rogers Simon in a post to the
Guardian Insider Blog (Knight 2015). According to him (Rogers 2014), data journalism
promotes open journalism and open data. The term open data is related to transparency;
accountability; accessibility; and free, public, and recyclable use.

This kind of journalism should be approached not as a technology that needs to be
adopted or as a given existing practice, but rather, as something that “materially and
incoherently exists in a fundamentally relational space, across organizations, outside the
news organizations, and even possibly across the national framework”, as De Maeyer et al.
(2015) noticed. It is important to clarify that data journalism is a type of journalism that
follows the same fundamentals as all the other types (investigative journalism, reporting,
etc.) in order to build a good story, but the main difference is that the story is based on
information that comes from data and not from the traditional sources (Kalatzi et al. 2018).
This way of writing is characterized by complex work and collaboration methods between
specialists and academics (Charbonneaux and Gkouskou-Giannakou 2015).

Visualizations are an integral part of data journalism articles and are employed in
order to convey large amounts of data as meaningful information (Veglis and Bratsas 2017).
Data Journalism articles are enriched with statistical data and comprehensive visualizations,
which allow news reporters to publish stories with complex data acquirable from wherever
they are (Hahn and Stalph 2016). Data visualization is a great job today (Cubbit 2015).

Visualizations can be static or interactive. In a static visualization, there is only one
view of data, and on many occasions, multiple cases are needed in order to fully understand
the available information (Veglis 2009). Interactive visualizations can empower people to
explore data on their own. An interactive visualization should initially offer an overview of
the data, but it must also include tools for discovering details. It may also include animated
transitions and well-crafted interfaces in order to engage the audience with the subject
it covers (Murray 2017). Thus, data visualizations can enhance storytelling and help to
convey complex topics (Hahn and Stalph 2016).

In journalism, big data should be open. Big data and related approaches present new
perspectives for understanding the epistemology of converting the raw information into
journalistic truth. With regard to news distribution, big data is associated with emerging
presentations of digital journalism, such as infographics, interactive data depictions, and
adaptable probability models, among others (Lewis and Westlund 2015).

Thus, data journalism mainly relies on big data. Panama papers and WikiLeaks are
some widely known examples in which the availability of big data leads to significant
journalistic successes. However, in order for the media organization to be able to utilize big
data in terms of cleaning, understanding, validating, and visualizing, a significant variety
of skills are required (Veglis and Bratsas 2017). In the big data era, a new working model
is being observed to be developing in media organizations: collaborative work. Thus,
journalists, programmers, web developers, and designers work together as a team in the
news production process (Sandoval-Martín and La-Rosa 2018).

Traditional journalistic methods are mixed with data analysis, programming and
visualization techniques (Appelgren and Nygren 2014). Thus, the working groups consist
of a combination of skills in journalism, web development, data analysis, visualization and
statistics. In this context, new departments in media organizations, such as The New York
Times or The Guardian, as well as independent organizations, such as ProPublica.org, and
less formal groups of investigative journalists who have published articles based on data
processing techniques have been observed (Parasie 2015).

Currently, the majority of media organizations around the globe are developing data
journalism projects. A recent study (Karypidou et al. 2019) surveyed six major media
organizations (The Guardian, The New York Times, the BBC, the CNN, the Associated
Press, and the Reuters) and found the significant effort that is being invested toward
the development of data journalism. Nevertheless, although everybody understands the
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importance of data journalism, the latter is not yet accepted as mainstream journalism, and
rarely data journalism articles are published as main stories.

5. Audience Participation

Although audience participation has always been part of the journalism practice, the
diffusion of Web 2.0 tools along with the socio-economic circumstances have led to the
proliferation of user-generated content (UGC) and increased users’ involvement in the news
production process. In order to respond to the changing conditions, media organizations
have gradually redefined their work strategies, adopting participatory formats that allow
readers to actively consume or co-produce content (Tong 2015). The adoption of amateur
content is thus combined with editorial control, under a professional umbrella (Deuze
2006). Users contribute to the ordinary news practice through content rating, polls, sharing
to social networks, submission of audiovisual or textual material, collaborative content,
comments, discussion forums, and citizen blogs (Spyridou 2018). Audience participation
in news production can be enabled by data journalism projects as well. Thanks to the
participation of victims and witnesses, a number of media organizations in Latin America
have revealed situations involving huge breaches of human rights not identified in official
records (Palomo et al. 2019). In Italy, data journalists specifically rely on the contributions
of users, which are seen as co-constructors of reality (Young et al. 2018). Apart from news
websites, a wealth of data is also produced on social media platforms, where journalists
look for breaking news events, find ideas for stories, keep in touch with their audience, and
collect information (Weaver and Willnat 2016).

However, the integration of participatory journalism practices into professional routine
can raise a wide range of problems, aptly characterized as dark participation (Quandt
2018). Journalists often underline the excessive use of inappropriate language, flaming,
stereotyping, and superficial discourse by the participants (Manosevitch 2011), while
incivility is recorded as a common obstacle in comment sections (Ksiazek et al. 2015).
Furthermore, the examples of dark participation range from misinformation and hate
campaigns to individual trolling (Golf-Papez and Veer 2017) and cyberbullying (Quandt
2018). The spreading of fake news, disinformation, and conspiracy theories in UGC are
forms of deviance as well (Frischlich et al. 2019).

Hence professionals face the challenge to handle a vast amount of data in tandem with
their other daily tasks (Boberg et al. 2018). In order to ensure the website’s quality, manual
or automated moderation methods are used to check UGC before or after publishing (Hille
and Bakker 2014; Singer et al. 2011; Veglis 2014). Moreover, media organizations have
started to introduce new newsroom roles focused on navigating audience data and making
sense of audience behavior. Engagement editors, social media editors, and analytics editors
are expected to be more proactive, making sense of quantitative users’ feedback to be able
to predict their preferences (de-Lima-Santos and Mesquita 2021).

During the past few years, news media outlets have also started using artificial intel-
ligence technology in new ways, from speeding up research to accumulating and cross-
referencing data (Underwood 2019). The Huffington Post, for instance, has utilized a big
data analysis for authenticating user comments. According to Stone (2014), the media
organization conducted the statistical technique of conjoint analysis in order to determine
the quality of comments coming from an anonymous person or those who have identified
themselves either by name or by an avatar and from specific geographies.

6. Data Mining

While it is clearly evident that there are multitudes of potential applications for big
data in the media industry, the fact remains that these datasets are so large and complex
that in practice they are particularly unwieldy (Qiu et al. 2016). Even though the average
journalist today possesses a much better set of ICT skills compared to a few years ago and
is overall more digitally literate (Flew et al. 2012), big data as a phenomena are still, by their
very nature, hard to access and work with. Stakeholders in the media industry that want to



Soc. Sci. 2022, 11, 414 7 of 13

utilize big data need to resort to special techniques and software capable of deciphering
such large piles of information and breaking them down into a more usable and digestible
format if they want to benefit from them (Wu et al. 2014). To that end, processes like data
mining emerged as the solution to meet the needs of journalists in the media sphere.

Data mining is defined as a logical procedure used in order to search through very big
amounts of data, with the purpose of discovering new, non-trivial information, which can
subsequently be used to arrive at previously unknown conclusions (Ramageri 2010). By
this definition, it is immediately obvious that data mining and big data go hand-in-hand
when it comes to journalistic practices. As stated before, the nature of big data renders
them inaccessible to being processed by humans, or even by simple software, because of
various factors that make them hard to understand and compute. To that end, data mining
is often utilized by journalists to overcome those obstacles, as it can enable the use of big
data in order to uncover new and interesting connections between variables, which can
lead to the discovery of crucial information for framing, or even creating a news story from
scratch (Latar 2015). This is often accomplished by highlighting specific patterns within
these huge amounts of data that can lead to interesting conclusions (Ramageri 2010). In
other words, data mining tools enact the role of a mediator between journalists and big
data, as they allow for the retrieval of potentially useful information from large datasets
that would otherwise be inaccessible (Kotenidis and Veglis 2021).

The correct utilization of those tools has introduced myriads of possibilities for many
stakeholders in the media industry, as it has paved the way for big data journalism, which,
not only transformed the process of reporting, but also impacted the very format of the
news story itself (Carlson 2015). Journalism managed to incorporate big data into its
practices in a way that influenced the internal logic of the profession (Tandoc and Oh 2017),
as the availability of these large datasets has introduced a more data-driven approach for
many workers in the field.

At the same time, however, the changes brought about by the implementation of these
new technologies have also turned the Media sector into a very volatile industry, when
it comes to the skills required to succeed in it (Hammond 2017). This is due to the fact
that workers are now forced to acclimate themselves with many new tools and techniques
which were not necessary in the past, bringing the accessibility of data mining and other
similar advanced journalistic methods into question. Simply put, the average journalist
today needs to be proficient in many more technological fields than in the past in order to
meaningfully compete within the confines of the media industry, a fact that has not gone
unnoticed by researchers (Carlson 2015).

Similarly, the utilization of big data in journalism also comes with its own set of
ethical considerations, since the data-driven approach it encourages does not accommodate
for some of the traditional journalistic values like minimizing harm from uncontrollable
information dissemination. According to Fairfield and Shtein (2014), this technological
shift caused by big data highlights the need for the formation of a new ethical paradigm,
not only for journalism, but perhaps for social sciences at large, with a potential re-defining
of the relationships between researcher and research subject. As the authors point out,
technological progress in journalism is meant to shift costs and create new opportunities.
Based on that, this new paradigm hinges mostly on the ability of big data to provide on the
first front, without compromising the second one. The new possibilities afforded by big
data should extend to both the workers in the media sphere, as well as the audience, which
should not be treated as just a source of data, but rather as a participating actor inside this
ever-growing landscape of information, studied under an ethical research context.

Overall, however, the footprint of data mining in the field of journalism has clearly
been a positive one. The ability to retrieve information from big data and the correct
integration of this new innovation was able to expand the reaches of traditional journalism
and introduce many new elements into the profession, which serve as the logical next step
during an age of rapid technological growth.
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7. Future Developments

The next version of today’s Web is called the Semantic Web (SW). According to Tim
Berners–Lee’s article in the journal Scientific American, the SW is an extension of the current
Web, in which information is given well-defined meaning, better-enabling computers and
people to work in cooperation (Berners-Lee et al. 2001). It is anticipated that the SW will
address the current Web’s lack of structure by linking information from disparate sources
and systems to ensure a more easy-to-use, efficient, and valuable scenario. When the SW
will be fully developed, we will be talking about a Web of data, where every piece of
information will be accompanied by its semantics, and its relations with the others will be
fully clarified (Choudhury 2014). Hence, we will experience an interconnection of concepts,
rather than just documents. In such a Web environment, both humans and machines will
be able to work with vast amounts of information across several domains (Necula 2020)
more meaningfully.

The technologies on which the SW is based are called Semantic Technologies (STs),
and they refer to a set of programming languages and standards with common exchange
protocols and data formats (Coronado et al. 2015). As Antoniou et al. (2012) point out, SW is
an Internet service with advanced technological features. Their development is considered
crucial for the integration of the SW, as these features appear to be able to overcome many
information management obstacles of today’s Web. Although SW constitutes nowadays
mostly a research topic in Academia, its technologies are gradually becoming trends among
different types of businesses (i.e., e-commerce), because of the facilities they provide (Necula
et al. 2018; Rhayem et al. 2020). In short, the exploitation of ST provides to the content of
the Web a commonly accepted structure, an explicit and comprehensible description and
consensus that facilitates dataset sharing, querying, reuse, and integration (Rhayem et al.
2020). Their overall purpose is to provide a means for computers to understand data from
a human point of view and process them accordingly (Adedugbe et al. 2020).

In this context, SW implies a type of Web that interprets searchable content and thus
delivers appropriate and relevant information according to a fine understanding of the
needs of users (Yen et al. 2015). Such a technological advancement will definitely unlock
various possibilities of data exploitation for journalists and media professionals. However,
today, we are witnessing the following paradox: On the one hand, we see journalists and
media professionals welcome the wealth of big data in the current Web due to its dynamics
and potential exploitation benefits, but on the other hand, we see them worry because they
cannot make the most out of it due to the lack of an efficient infrastructure where accurate
search, quick discovery, easy acquisition, and in-depth analysis can be realized. Getting
the correct information at the right time is one of the prime demands of the digitization
process (Bartussek et al. 2018) for every professional sector. Subsequently, an organization’s
or a journalist’s competitive edge depends on asking complex questions across distributed
data (Stardog 2019) and getting valid answers. Given the features of today’s published
data as web-based information, numeric, totally unstructured and only in some cases
semi-structured, certain related tasks can become difficult to complete.

Hence, the challenge here is to derive human-conceivable meanings from big loads of
machine-readable data, in order to draw valid conclusions. This issue can be addressed
by examining the convergence of the SW and big data (Bello-Orgaz et al. 2016; Ahmed
and Ahmed 2018). While we are at an early stage (Gross 2014), it seems that exploitation
of big data through the use of ST is a real-life scenario. These technologies are able to
ease all processes that are performed in the media, such as self-cataloging, enrichment,
research, and content retrieval by using semantic-oriented features, such as diffuse searches,
natural language queries, or multilingual searching (França et al. 2021). The ST (Fernàndez
et al. 2018) along with a number of big data tools (Mujawar and Kulkarni 2015) are laying
the groundwork to provide practical solutions to day-to-day tasks (i.e., documentation,
writing) of both journalists and media organizations (Horrocks et al. 2016). Overall, the
prospect of transforming big data, a pile of unstructured information that impractical to
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use, into a structured dataset of great value seems to be a sign of the digital transformation
of organizations (Lippell 2016).

Maybe this is why we see many leading media organizations adopting low-level ST,
to interlink and connect information, among others. The BBC (British Broadcasting Co)
(Raimond et al. 2010), New York Times, Thomson Reuters (Curry et al. 2010), NRK (Norwe-
gian National Broadcaster) (Engels et al. 2007), Agence France Press, AP (Associated Press)
(Underwood 2019), and several Danish news medias (Ildor 2020) are the ones who have
already realized that ST is the key to the future. SW’s rich environment, promising philoso-
phy, various services, advanced technologies, and numerous applications are considered to
be the next step toward a contemporary Web landscape.

8. Conclusions

This paper attempted to explore the utilization of big data by media organizations.
Various areas where big data can be used have been reviewed, namely analytics, consump-
tion, investigation, collaboration, and data journalism. The number of areas where big data
can be applied today is continuously growing (Newman et al. 2018). Big data are playing
and will continue to play a very important role in the success of media organizations (Veglis
and Maniou 2018). They are a useful tool that allow media organizations to monitor users’
reactions toward their products, facilitate user involvement in news production, create
interesting news that is based on data, and offer users valuable information that is hidden
in the data and would be out of reach for them. Big data utilization can facilitate media
organizations to impose several levels of interactions between them and their audience,
thus strengthening their relationship and building trust and loyalty, which are the most
important values in the media sector. The latter is very important in today’s post-truth era,
where media organizations receive a lot of criticism for the issue of fake news and experi-
ence considerable competition from citizen journalists and legacy internet organizations
(Facebook, Google, etc.) that have direct access to billions of internet users (Katsaounidou
et al. 2018).

All of the above is precisely the reason why, amidst this newly developed landscape,
it is important to consider the ethical aspects of big data utilization when it comes to
journalism and social sciences in general. As explained throughout this manuscript, the
versatility of big data allows for many new possibilities in a variety of sectors in media,
but that simultaneously means that they have other far-reaching ethical implications as
well. As with any new technological development which seeks to fundamentally change
how the journalistic profession is being conducted, like the introduction of algorithmic
technology for example, big data also have their fair share of ethical considerations. For
instance, their utilization in storytelling and journalistic research could prove problematic
in regard to the responsibilities of the journalist towards their audience. The consideration
of the rights of an individual is a staple in social sciences, from which journalism borrows
a lot in terms of ethics, but when it comes to big data, there are no “individuals” but
rather millions of cases that form a larger interconnected sum (Lewis and Westlund 2015).
As a result of this, it is impossible to accommodate some of the traditional journalistic
practices, like asking for informed consent from the participants of a story or a study. This is
particularly relevant when it comes to big data utilization on behalf of media organizations,
as this data is routinely used for the creation of algorithmic solutions that automate various
procedures in the content consumption and dissemination space, further feeding into the
issue of algorithmic transparency and the role of these new innovative technologies in
the realm of privacy (Diakopoulos 2015). These aspects are often overlooked when it
comes to big data utilization in journalism, as the appeal of the benefits they provide can
sometimes overshadow the minute details of how all that information is being collected
or disseminated in the first place. This is the reason why it is worth examining the ethical
consequences of big data in journalism more closely moving forward, especially when
it comes to the average news consumer who could be disproportionally affected by any
missteps in this regard.
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In this diverse and continuously changing environment, media organizations have
now the chance to employ semantic technologies in order to achieve better exploitation
of big data. As was described in the previous section, such technologies have already
started to attract the attention of big media, and it is expected that soon, they will start to
be adopted by medium-level companies. As our world today is rapidly transforming into a
data-driven society, it is quite obvious that data (and especially big data) will continue to
play a very important role. This is something that media organizations cannot ignore, so
the exploitation of big data is considered to be a necessity. The latter can also help them
prepare for the new development in the narrative which will be based on text (chatbots) and
speech (home assistants, i.e., Amazon Echo/Alexa, Google home/assistant) conversations
(Veglis and Maniou 2019; Veglis and Maniou 2018). The future extension of this work
will focus on the evaluation of big data exploitation in the examined areas of interest by
media companies.
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