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Abstract: This paper investigates a novel robust adaptive dynamic surface control scheme based on
the barrier Lyapunov function (BLF), online composite learning, disturbance observer, and improved
saturation function. It is mainly designed for a class of skid-to-turn (STT) interceptor integrated
guidance and control (IGC) design problems under multi-source uncertainties, state constraints,
and input saturation. The serial-parallel estimation model used in this study estimates the system
states and provides “critic” information for the neural network and disturbance observer; then, these
three are combined to realize online composite learning of the multiple uncertainties of the system
and improve the interception accuracy. In addition, the state and input constraints are resolved by
adopting the BLF and the improved saturation function, while the design of the auxiliary system
ensures stability. Finally, a series of simulation results show that the proposed IGC scheme with a
direct-hit intercept strategy achieves a satisfactory effect, demonstrating the validity and robustness
of the scheme.

Keywords: integrated guidance and control; online composite learning; dynamic surface control;
multiple uncertainties; multi-constraints

1. Introduction

As proposed in [1], the conventional design framework of separating the guidance
subsystem and control subsystem possesses many advantages, such as being beneficial to
stability analysis and engineering implementation, which makes it extremely widely used.
However, under the background of a separate study of guidance and control loops, this
framework also gives rise to several serious drawbacks that reduce the adjustability and
robustness of missiles [2]. What follows is a failure to take full advantage of the missile’s
overall effectiveness. Therefore, it is necessary to put forward an integrated guidance and
control (IGC) scheme that is different from the above design framework and can overcome
the preceding defects [3].

As a type of control framework with better overall performance than the conventional
one, the guidance loop and the control loop is designed as a whole, making the guidance
and control circuits operate synergistically. It is worth noting that the guidance and control
synthesis of interceptors, as a challenging task, has become a hotspot research area of
current technology [4]. In recent decades, numerous advanced control algorithms for IGC
have been proposed, including model predictive control [5], sliding mode control [6,7],
trajectory linearization control [8], and active disturbance rejection control [9]. To be more
specific, the unique strict feedback form of the IGC model makes it suitable to control
the system using the classic backstep method. To address the issue that the explosion
terms inevitably appear in the classic backstep method, a novel design framework based on
dynamic surface control (DSC) is provided [10]. The feasible non-singular terminal dynamic
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surface control for the IGC system is investigated in [11], which considers the terminal
impact angular constraint and multiple disturbances comprehensively. In [12], a novel
IGC method of the fuzzy adaptive dynamic surface is proposed for different maneuvering
targets by introducing the fuzzy adaptive technique into the dynamic surface-based control
framework. Meanwhile, different constraints and types of uncertain perturbations are
considered in this study. In brief, various technologies based on DSC have been widely
utilized in national defense and military industries.

There are multiple uncertainties and all types of constraints in actual systems, which
need to be further investigated [13–15]. Plenty of achievements have been achieved in
the research on systems with uncertain disturbances. Although the future course of ac-
tion of the target in [16], as a type of uncertainty, cannot be predicted, the effect of the
target maneuver can be counteracted by utilizing adaptive control techniques. Meanwhile,
many control algorithms have been reported based on adaptive control [17], DSC [18,19],
command filtered control [20], sliding mode control [21,22], barrier Lyapunov function
(BLF) [23,24], and a fixed-time differentiator [25] for the constrained variables of IGC
system. In [26], a three-dimensional integrated guidance and control law is developed,
which relies on the advantage of dynamic surface control and extended state observer
techniques to address input saturation and actuator failure. Both the studies in [26] and [27]
are based on dynamic surface and extended state observer techniques, but the hyperbolic
tangent function and auxiliary system in [27] are introduced to sort out the problem caused
by input saturation and impact angle constrained. In addition, by combining numerous
methods including backstepping, command filter, sliding mode control (SMC), and super
twisting extended state observer (STESO), [28] proposes a control scheme with superior
interception performance to solve the IGC problem of a 6-DOFs interceptor. By exploit-
ing the relationships between the virtual commands of the constrained states and the
tracking errors, the solution investigated in [29] can be employed in an IGC system with
multi-constraints.

Although a lot of achievements have been achieved, the problems of multi-uncertainties
and state constraints in the design of IGC have not been systematically solved. Motivated
by the above research, a novel controller is investigated in this paper for interceptor IGC
with multi-source uncertainties, state constraint, and input saturation. Our study mainly
performs the following valuable work.

1. As elaborated in the paper, this study proposes a novel adaptive dynamic surface
control framework based on online composite learning and the BLF principle for the
IGC by considering multiple uncertainties and the overload constraint;

2. Different from previous studies in which the learning law is designed only by tracking
errors, the serial-parallel estimation model established in this study estimates the
system state and provides “critic” information for the neural network (NN) and
disturbance observer that approximates the system uncertainties. Then, these three
are combined to realize online composite learning of the multiple uncertainties of the
system and improve interception accuracy;

3. Aiming at the state constraint of the interceptor, the application of the improved
saturation function and BLF can restrict the specific state to a certain range, while the
design of the auxiliary system guarantees the system stability.

The rest of this paper is organized as follows. Section 2.1 presents the IGC model of
the skid-to-turn (STT) missiles with state constraint, input saturation, and multi-source
uncertainties. Section 2.2 introduces the intelligent approximation scheme. Section 3 de-
signs a novel adaptive dynamic surface online composite learning IGC algorithm. Section 4
analyzes the stability of the proposed algorithm. Section 5 verifies the effectiveness and
robustness of the proposed algorithm through nonlinear simulation. Finally, the conclusion
of this study is given in Section 6.
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2. Preliminaries
2.1. IGC Model

The longitudinal dynamic model of STT interceptor ignoring gravity is generalized
below [30]:

.
α = q + (−Fx sin α+Fz cos α)

mV.
V = (Fx cos α+Fz sin α)

m ,
.
q = M

Iyy
,

.
θ = q,
.
nL = −nL+Vq

Tα
,

γM = θ − α,

(1)

where q denotes the pitch angle rate of the missile, θ, α, γM, m, nL, and V represent the
pitch angle, attack angle, flight-path angle, mass, normal acceleration, and velocity of the
missile respectively. M and Iyy are the pitching moment and moment of inertia around the
pitch axis. In addition, aerodynamic forces Fx and Fz can be expressed as [2]:

Fx = 0.5ρV2SCx(α)
Fz = 0.5ρV2SCz(α, Mm)

(2)

where Cz(α, Mm) = Cz0(Ma) + Cα
z (Ma)α + Cδe

z (Ma)δe.
The pitch moment M can be obtained as:

M = 0.5ρV2SlCm(α, Mm, δe)
Cm(α, Mm, δe) = Cm0(α, Mm) + Cδe

m δe
Cm0(α, Mm) = Cm1(α) + Cm2(α)Mm

(3)

where Cx, Cz, Cα
z , Cδe

z , Cm, Cm0 , Cδe
m , Cm1, and Cm2 are the aerodynamic coefficients. It

is important for us to note that Tα = α.
γM

can be treated as a time constant in our study
according to [31].

As shown in Figure 1, M and T denote the missile and the target, respectively, and the
remaining definitions are presented in Table 1.
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Figure 1. Missile–target planar intercept geometry diagram.
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Table 1. Nomenclature.

Variable Implication

r The relative distance along the line of sight (LOS)
Vr The projections of relative velocity along the LOS
Vλ The projections of relative velocity perpendicular to the LOS
ATr The projections of target acceleration along the LOS
ATλ The projections of target acceleration perpendicular to the LOS

λ LOS angle
ρ Atmosphere density
S Reference area
l Reference length

Thus, the missile–target plane interception kinematics can be obtained as:

.
r = Vr
.

Vr =
V2

λ
r + ATr − sin(λ− γM)nL.

λ = Vλ
r.

Vλ = −VλVr
r + ATλ − cos(λ− γM)nL

(4)

To ensure a direct hit, the following intercept strategy is selected for our study [31].

Vλ → c0
√

r (5)

where c0 > 0 is a designed scalar, and the interception strategy ξ is defined as follows:

ξ = Vλ − c0
√

r (6)

Then a direct-hit intercept for the missile can be achieved as ξ → 0 , and the proof of
effectiveness for Equation (5) can be found in [32].

By substituting (1), (2), (3), and (4) into (6), the IGC model for missiles can be described
as follows [2]: 

.
ξ = −VλVr

r −
c0Vr
2
√

r − cos(λ− rM)nL + ATλ
.
nL = − nL

Tα
+ V

Tα
q

.
q = ρV2Sl(cm1(α)+cm2(α)Mm)

2Iyy
+ ρV2Slcδe

m
2Iyy

δe

(7)

By defining ζ1 = ξ, ζ2 = nL, ζ3 = q and

f1
(
ζ1
)
= −VλVr

r −
c0Vr
2
√

r , g1
(
ζ1
)
= − cos(λ− γM), d1(t) = ATλ

f2
(
ζ2
)
= − nL

Tα
, g2
(
ζ2
)
= V

Tα

f3
(
ζ3
)
= ρV2Sl(cm1(α)+cm2(α)Mm)

2Iyy
, g3
(
ζ3
)
= ρV2Slcδe

m
2Iyy

(8)

The above model (7) can be converted into a strict-feedback form as follows:
.
ζ1 = f1

(
ζ1
)
+ g1

(
ζ1
)
ζ2 + d1.

ζ2 = f2
(
ζ2
)
+ g2

(
ζ2
)
ζ3.

ζ3 = f3
(
ζ3
)
+ g3

(
ζ3
)
u

y = ζ1

(9)

where u ∈ R and y ∈ R are the input and output of the system, respectively.
ζ(t) = [ζ1, ζ2, ζ3]

T denotes the state vector, ζ i = [ζ1, · · · , ζi]
T , i = 1, 2, 3. In engineer-

ing practice, there are two challenging problems. On the one hand, due to the limitation of
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the missile’s maneuvering ability, its normal acceleration will be restricted, i.e., the normal
acceleration nL satisfies |nL| ≤ nLmax. Considering ζ2 = nL, there exists

|ζ2| ≤ ζ2max (10)

where ζ2max > 0 is a known positive constant.
On the other hand, due to the physical constraints of the actuator, input saturation

is inevitable in the control input of the system. Thus, the control input saturation can be
described via the improved saturation function as:

u = SAT(u0) =


sign(u0)umax, |u0| > Γp2

− sign(u0)u2
0

4λ2
+ (umax+λ2)u0

2λ2
− sign(u0)(umax−λ2)

2

4λ2
, ||u0| − umax| ≤ λ2

u0, |u0| < Γq2

(11)

where Γp2 = umax + λ2, Γq2 = umax − λ2. umax represents the maximum value of u. λ2 is a
positive constant to be designed. Obviously, the improved saturation function in our study
is both continuous and differentiable when |u0| = umax.

Invoking (11) into (8), the IGC system can be rewritten as:
.
ζ1 = f1

(
ζ1
)
+ g1

(
ζ1
)
ζ2 + d1.

ζ2 = f2
(
ζ2
)
+ g2

(
ζ2
)
ζ3.

ζ3 = f3
(
ζ3
)
+ g3

(
ζ3
)
SAT(u0)

(12)

where fi
(
ζ i
)
, i = 1, 2, 3, gi

(
ζ i
)
, i = 1, 2, 3.

For the IGC system (12), some reasonable assumptions are made as follows.

Assumption 1. The uncertainty in the integrated design and its differentiation are bounded, i.e.,
|d1| ≤ φ0,

∣∣∣ .
d1

∣∣∣ ≤ φ10, where φ0 and φ1 are positive scalars.

Assumption 2. Due to the measurement errors of the missile instrument, the continuous functions
f1
(
ζ1
)
, f2
(
ζ2
)
, and f3

(
ζ3
)
can be considered unknown nonlinear uncertainty terms.

Lemma 1 [33]. For any |p| < q0, the following inequality always holds.

ln

(
q2

0
q2

0 − p2

)
<

p2

q2
0 − p2

Remark 1. Assumption 1 is often seen in the design of disturbance observer-based controllers [34].

Remark 2. Technically, a direct-hit intercept for the missile can be achieved if the relative distance
between the missile and the target along the line of sight reaches some sufficiently small value r0.
Therefore, the range r satisfies r ≥ r0 during the guidance process.

The control objective of this study is to construct a novel IGC scheme to ensure that
the interception strategy ξ can converge to the neighborhood of zero and achieve direct hit
intercept under the conditions of multiple uncertainties and constraints.

2.2. Intelligent Approximation Scheme

The following expression is employed to approximate the nonlinear uncertainties in
the system.

f̂i
(
ζ i
)
= ŵT

i ϕi
(
ζ i
)

where UB is the variable space, and ζ i ∈ UB is the input. Denotes ŵT
i as a weight

vector that can be updated online. There exists an optimal weight vector satisfying
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fi
(
ζ i
)
= ŵ∗Ti ϕi

(
ζ i
)
+ νi, and sup

ζ i∈Ωζi

|vi| < vm. In other words, vm > 0 denotes the supremum

value of the approximation error vi, and the former is an arbitrarily small positive constant.
As an element of the radial basis function NN, ϕi

(
ζ i
)

is defined as:

ϕi
(
ζ i
)
= exp

−
(

ζ j − µl
j

)2

2
(

σl
j

)2


where µl

j and σl
j are the center and the variance of the ith basis function.

3. The Design of Adaptive Composite Learning IGC Scheme

In this section, we design the control input so that the interception strategy ξ converges
to the neighborhood of zero in the presence of unknown target maneuver, missile normal
acceleration constraint, and missile actuator saturation. Combined with Equations (7)
and (12), it is more appropriate to adopt a three-loop control structure to complete the
integrated controller design. The control structure diagram of the integrated guidance
and control design is shown in Figure 2. The outer loop is designed to drive ξ to the
neighborhood of zero using the normal acceleration command nLC as a virtual control
input. The intermediate loop is used to make the actual normal acceleration nL track the
normal acceleration command nLC, using the pitch angle rate command qC as a virtual
control input. Similarly, the inner loop is used to make the actual pitch rate q track pitch
rate command qC, using the elevator deflection δe as the control input.
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A. Outer Loop

Define F1
(
ζ1
)
= HF1 f1

(
ζ1
)
, where HF1 > 0 is a designable parameter. As mentioned

above, for the dynamics equation of ζ1 in the IGC system (12), the estimation of F1
(
ζ1
)

is
completed through NN.

.
ζ1 = f1

(
ζ1
)
+ g1

(
ζ1
)
ζ2 + d1(t)

= H−1
F1

w∗T1 ϕ
(
ζ1
)
+ g1

(
ζ1
)
ζ2 + D1(t)

(13)

where D1 = H−1
F1

ν1 + d1. w∗1 denotes the optical weight vector. ν1, as the approximation
error of NN, satisfies |ν1| ≤ νm.

From Assumption 2, D1 meets the following requirements:

|D1| ≤ µ1,
∣∣∣ .
D1

∣∣∣ ≤ υ1 (14)

where µ1 and υ1 are unknown positive constants.
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The first error surface is defined as s1 = ζ1, and then the nominal virtual control ζ2d is
constructed as:

ζ2d = −

(
k1s1 + H−1

F1
ŵT

1 ϕ1
(
ζ1
)
+ D̂1 + kχ1 χ1

)
g1
(
t, ζ1

) (15)

where k1 > 0 and kχ1 > 0 are the user-defined parameters, and χ1 is the auxiliary system
to be designed. D̂1 and ŵ1 represent the estimated values of D1 and w∗1 , respectively.

At this point, a first-order filter is introduced into the system, which meets the follow-
ing conditions.

ε2
.
ζ2 f + ζ2 f = ζ2d, ζ2 f (0) = ζ2d(0) (16)

where ε2 is the filter parameter, and the error signal of the filter (16) is presented as:

z2 = ζ2 f − ζ2d (17)

Differentiating z2 with respect to time,

.
z2 = −ε−1

2 z2 −
.
ζ2d (18)

The actual virtual control ζ2s can be generated through the following saturation
function.

ζ2s =


sign

(
ζ2 f

)
ζ2,

∣∣∣ζ2 f

∣∣∣ > Γpi

− sign(ζ2 f )ζ2 f
2

4λ1
+

(ζ2+λ1)ζ2 f
2λ1

− sign(ζ2 f )(ζ2−λ1)
2

4λ1
,
∣∣∣∣∣∣ζ2 f

∣∣∣− ζ2

∣∣∣ ≤ λ1

ζ2 f ,
∣∣∣ζ2 f

∣∣∣ < Γqi

(19)

where ζ2 denotes the maximum magnitude of ζ2s, λ1 > 0 is a positive constant to be
designed, and Γpi = ζ2 + λ1, Γqi = ζ2 − λ1.

Additionally, some variables are defined as:

Tb = ζ2max − ζ2, Ξ2 = 1
T2

b−s2
2

s2 = ζ2 − ζ2s, Φ1 =
(

ζ2s − ζ2 f

) (20)

Differentiating s1 with respect to time and invoking (13), (15), (17), and (20), then the
derivative of s1 is obtained as:

.
s1 = H−1

F1
w∗T1 ϕ

(
ζ1
)
+ D1(t) + g1

(
ζ1
)[

ζ2 − ζ2s + ζ2s − ζ2 f + ζ2 f − ζ2d

]
−
[
k1s1 + H−1

F1
ŵT

1 ϕ1
(
ζ1
)
+ D̂1(t) + kχ1 χ1

]
= −k1s1 + H−1

F1
w̃T

1 ϕ
(
ζ1
)
+ D̃1(t) + g1

(
ζ1
)
s2 + g1

(
ζ1
)
z2 + g1

(
ζ1
)
Φ1 − kχ1 χ1

(21)

where w̃1 = w∗1 − ŵ1, D̃1(t) = D1(t)− D̂1(t).
To analyze and compensate for the effects caused by the introduced saturation function,

the auxiliary system is constructed as follows:

.
χ1 =

−
2g1(ζ1)Φ1s1−2kχ1 χ1s1+g2

1(ζ1)Φ2
1

2χ1
− kχ1 χ1 + g1

(
ζ1
)
Φ1 |χ1| > v1

0 |χ1| ≤ v1

(22)

where v1 > 0 is a scalar.
The prediction error h1p is designed as:

h1p = ζ1 − ζ̂1 (23)
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Inspired by the serial-parallel estimation model (SPEM), ζ̂1, as the predicted value of
ζ1, is constructed as:

.
ζ̂1 = H−1

F1
ŵT

1 ϕ1
(
ζ1
)
+ g1

(
ζ1
)
ζ2 + D̂1(t) + Γh1p h1p (24)

where Γh1p is a design scalar, and ζ̂1(0) = ζ1(0).
The first composite intelligent learning law of NN is updated in the following form:

.
ŵ1 = τ1

[
H−1

F1

(
ph1 h1p + s1

)
ϕ1
(
ζ1
)
− Γ1ŵ1

]
(25)

As shown below, the disturbance observer is used to cope with the uncertainty of D̂1.

D̂1 = H1(ζ1 − η1) (26)

.
η1 = H−1

F1
ŵT

1 ϕ
(
ζ1
)
+ g1

(
ζ1
)
ζ2 + D̂1(t)− H−1

1
(

ph1 h1p + s1
)

(27)

where H1 is a positive parameter to be designed, and η1 is an auxiliary variable.
Substituting (27) into (26), then the derivative of D̃1 is obtained as:

.
D̃1 =

.
D1 − H1

[
H−1

F1
w∗T1 ϕ

(
ζ1
)
+ D1(t) + g1

(
ζ1
)
ζ2−

H−1
F1

ŵT
1 ϕ
(
ζ1
)
− g1

(
ζ1
)
ζ2 − D̂1(t) + H−1

1
(

ph1 h1p + s1
) ]

=
.

D1 − H1

[
H−1

F1
w̃T

1 ϕ
(
ζ1
)
+ D̃1(t)

]
−
(

ph1 h1p + s1
) (28)

Considering the Lyapunov function as:

V1 =
1
2

s2
1 +

1
2τ1

w̃T
1 w̃1 +

1
2

D̃2
1 +

1
2

ph1 h2
1p +

1
2

χ2
1 +

1
2

z2
2 (29)

Substituting (24) into (23) yields, then the derivative of prediction error h1p is con-
structed below: .

h1p = H−1
F1

w̃T
1 ϕ
(
ζ1
)
+ D̃1(t)− Γh1p h1p (30)

Define p1 = w̃T
1 ϕ
(
ζ1
)
, and then:

h1p
.
h1p = h1p

[
H−1

F1
p1 + D̃1(t)

]
− Γh1p h2

1p (31)

Differentiating V1 with respect to time and invoking (21), (22), (25), (28), and (31),
.

V1
is calculated as:

.
V1 = s1

.
s1 − 1

τ1
w̃T

1

.
ŵ1 + D̃1

.
D̃1 + ph1 h1p

.
h1p + χ1

.
χ1 + z2

.
z2

= −k1s2
1 + g1

(
t, ζ1

)
s1s2 + g1

(
t, ζ1

)
s1z2 + Γ1w̃T

1 ŵ1 + D̃1(t)
.

D1(t)− H1H−1
F1

D̃1(t)p1

−H1D̃2
1(t)− Γh1p ph1 h2

1p − kχ1 χ2
1 + g1

(
ζ1
)
Φ1χ1 −

g2
1(ζ1)Φ2

1
2 − 1

ε2
z2

2 −
.
ζ2dz2

(32)

The following facts should be considered:

g1
(
t, ζ1

)
s1z2 ≤

g2
1
(
t, ζ1

)
2ι21

s2
1 +

ι21
2

z2
2 (33)

Γ1ω̃T
1 ω̂1 ≤

Γ1

2
w∗1

2 − Γ1

2
w̃T

1 w̃1 (34)

D̃1
.

D1 ≤
1
2

D̃2
1 +

1
2

υ2
1 (35)

−D̃1(t)p1 ≤
1
2

ϑ1D̃2
1(t)β2

1 +
1

2ϑ1
ω̃T

1 ω̃1 (36)
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g1
(
t, ζ1

)
Φ1χ1 ≤

g2
1
(
t, ζ1

)
Φ2

1
2

+
1
2

χ2
1 (37)

−
.
ζ2dz2 ≤

∣∣∣ .
ζ2d

∣∣∣2
2

z2
2 +

1
2

(38)

where ‖ϕ1
(
ζ1
)
‖ ≤ β1,

∣∣∣ .
D1

∣∣∣ ≤ υ1.
According to the above inequalities, the derivative of V1 can be given by:

.
V1 ≤ −

[
k1 −

g2
1(t,ζ1)

2ι21

]
s2

1 −
(

Γ1
2 −

H1 H−1
F1

2ϑ1

)
ω̃T

1 ω̃1 −
(

H1 −
H1 H−1

F1
ϑ1β2

1+1
2

)
D̃2

1

−Γh1p ph1 h2
1p −

(
kχ1 − 1

2

)
χ2

1 −
(

1
ε2
−
∣∣∣ .
ζ2d

∣∣∣2+ι21
2

)
z2

2 + C1 + g1
(
t, ζ1

)
s1s2

(39)

where C1 = Γ1
2 w∗1

2 + 1
2 υ2

1 +
1
2 .

B. Intermediate Loop

Define F2
(
t, ζ2

)
= HF2 f2

(
t, ζ2

)
, where HF2 > 0 is a designable parameter. As men-

tioned above, for the dynamics equation of ζ2 in IGC system (12), F2
(
t, ζ2

)
is estimated

through NN.
.
ζ2 = H−1

F2
w∗T2 ϕ2

(
ζ2
)
+ H−1

F2
ν2 + g2

(
t, ζ2

)
ζ3 (40)

where w∗2 denotes the optical weight vector. ν2, as the approximation error of NN, satisfies
|ν2| ≤ νm.

The second error surface s2 = ζ2− ζ2s can be obtained from (20), and then the nominal
virtual control ζ3d is constructed as:

ζ3d = −
(

k2s2 + H−1
F2

ŵT
2 ϕ2

(
ζ2
)
+ Ξ−1

2 g1
(
t, ζ1

)
s1 −

.
ζ2s

)
/g2

(
t, ζ1

)
(41)

where k2 > 0 is a constant to be designed, and ŵ2 represents the estimate value of w∗2 .
At this point, a first-order filter is introduced into the system, which meets the follow-

ing conditions.
ε3

.
ζ3 f + ζ3 f = ζ3d, ζ3 f (0) = ζ3d(0) (42)

where ε3 is the filter parameter and the error signal of the filter (42) is presented as:

z3 = ζ3 f − ζ3d (43)

Its dynamic satisfies:
.
z3 = −ε−1

3 z3 −
.
ζ3d (44)

The third error surface is designed as s3 = ζ3 − ζ3 f . Invoking (41), (43), and (44), the
derivative of s2 can be given by:

.
s2 = H−1

F2
w∗T2 ϕ

(
ζ2
)
+ g2

(
t, ζ2

)
(s3 + z3) + H−1

F2
ν2 −

.
ζ2s

−
[
k2s2 + H−1

F2
ŵT

2 ϕ
(
ζ2
)
+ Ξ−1

2 g1
(
t, ζ1

)
s1 −

.
ζ2s

]
= −k2s2 + H−1

F2
w̃T

2 ϕ
(
ζ2
)
+ H−1

F2
ν2 − Ξ−1

2 g1
(
t, ζ1

)
s1 + g2

(
t, ζ2

)
(s3 + z3)

(45)

where w̃2 = w∗2 − ŵ2.
The prediction error h2p is defined as:

h2p = ζ2 − ζ̂2 (46)
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Inspired by SPEM, ζ̂2, as the predicted value of ζ2, is constructed as:

.
ζ̂2 = H−1

F2
ŵT

2 ϕ2
(
ζ2
)
+ g2

(
t, ζ2

)
ζ3 + Γh2p h2p (47)

where Γh2p is a positive scalar to be designed, and ζ̂2(0) = ζ2(0).
The second composite intelligent learning law of NN is updated in a novel form,

which fuses tracking error with prediction error.

.
ŵ2 = τ2

[
H−1

F2

(
ph2 h2p + Ξ2s2

)
ϕ
(
ζ2
)
− Γ2ŵ2

]
(48)

Considering the barrier Lyapunov function as:

V2 =
1
2

ln
T2

b
T2

b − s2
2
+

1
2τ2

w̃T
2 w̃2 +

1
2

ph2 h2
2p +

1
2

z2
2 (49)

A specified compact set is defined as:

Z1 = {s2||s2| < Tb } (50)

Substituting (47) into (46) yields, then the derivative of prediction error h2p is con-
structed as: .

h2p = H−1
F2

w̃T
2 ϕ
(
ζ2
)
+ H−1

F2
ν2 − Γh2p h2p (51)

Define p2 = w̃T
2 ϕ
(
ζ2
)
, and then:

h2p
.
h2p = h2p

[
H−1

F2
p2 + H−1

F2
ν2

]
− Γh1p h2

1p (52)

Differentiating V2 with respect to time when s2 ∈ Z1 and invoking (43), (44), (45), (48),
and (52), the derivative of V2 is calculated by:

.
V2 = s2

.
s2

T2
b−s2

2
− 1

τ2
w̃T

2

.
ŵ2 + ph2 h2p

.
h2p + z3

.
z3

= −k2Ξ2s2
2 + H−1

F2
ν2Ξ2s2 + g2

(
t, ζ2

)
Ξ2s2s3 + Γ2w̃T

2 ŵ2 + g2
(
t, ζ2

)
Ξ2s2z3

−g1
(
t, ζ1

)
s1s2 + H−1

F2
ph2 h2pν2 − Γh2p ph2 h2

2p −
1
ε3

z2
3 −

.
ζ3dz3

(53)

The following facts should be considered:

H−1
F2

ν2Ξ2s2 ≤
H−2

F2
Ξ2

2

2
s2

2 +
ν2

m
2

(54)

g2
(
t, ζ2

)
Ξ2s2z3 ≤

g2
2
(
t, ζ2

)
Ξ2

2ι22
s2

2 +
ι22Ξ2

2
z2

3 (55)

Γ2ω̃T
2 ω̂2 ≤

Γ2

2
w∗2

2 − Γ2

2
w̃T

2 w̃2 (56)

H−1
F2

ph2 h2pν2 ≤
H−2

F2
p2

h2

2
h2

2p +
ν2

m
2

(57)

−
.
ζ3dz3 ≤

∣∣∣ .
ζ3d

∣∣∣2
2

z2
3 +

1
2

(58)
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According to the above inequalities, the derivative of V2 can be given by:

.
V2 ≤ −

[
k2Ξ2 −

H−2
F2

Ξ2
2

2 − g2
2(t,ζ2)Ξ2

2ι22

]
s2

2 −
Γ2
2 w̃T

2 w̃2 −
(

Γh1p ph2 −
H−2

F2
p2

h2
2

)
h2

2p

−
(

1
ε3
−
∣∣∣ .
ζ3d

∣∣∣2
2 − ι22Ξ2

2

)
z2

3 − g1
(
t, ζ1

)
s1s2 + g2

(
t, ζ2

)
Ξ2s2s3 + C2

(59)

where C2 = ν2
m + Γ2

2 w∗2
2 + 1

2 .

C. Inner Loop

Define F3
(
t, ζ3

)
= HF3 f3

(
t, ζ3

)
, where HF3 > 0 is a designable parameter. As men-

tioned above, for the dynamics equation of ζ3 in the IGC system (12), F3
(
t, ζ3

)
is estimated

through NN.
.
ζ3 = H−1

F3
w∗T3 ϕ

(
ζ3
)
+ H−1

F3
ν3 + g3

(
t, ζ3

)
u (60)

where w∗3 denotes the optical weight vector. ν3, as the approximation error of NN, satisfies
|ν3| ≤ νm.

The virtual control u0 is constructed as:

u0 = −
(

k3s3 + H−1
F3

ŵT
3 ϕ
(
ζ3
)
+ Ξ2g2

(
t, ζ2

)
s2 −

.
ζ3s + kχ2 χ2

)
/g3

(
t, ζ1

)
(61)

where k3 > 0 and kχ2 > 0 are the user-defined parameters, and χ2 is the auxiliary system
to be designed. ŵ3 represents the estimate value of w∗3 .

Invoking (60) and (61), the derivative of s3 can be further obtained as:

.
s3 = −k3s3 + H−1

F3
w̃T

3 ϕ
(
ζ3
)
+ H−1

F3
ν3 − Ξ2g2

(
t, ζ2

)
s2 + g3

(
t, ζ3

)
Φ2 − kχ2 χ2 (62)

where w̃3 = w∗3 − ŵ3, Φ2 = (u− u0).
To analyze and compensate for the effects caused by the introduced saturation function,

the auxiliary system is constructed as follows:

.
χ2 =

{
− 2g3(t,ζ3)Φ2s3−2kχ2 χ2s3+g2

3(t,ζ3)Φ2
3

2χ2
− kχ2 χ2 + g3

(
t, ζ3

)
Φ2 |χ2| > v2

0 |χ2| ≤ v2
(63)

where v2 > 0 is a scalar.
The prediction error h3p is designed as:

h3p = ζ3 − ζ̂3 (64)

Inspired by the SPEM, ζ̂3, as the predicted value of ζ3, is constructed as:

.
ζ̂3 = H−1

F3
ŵT

3 ϕ
(
ζ3
)
+ g3

(
t, ζ1

)
u + Γh3p h3p (65)

where Γh3p is a positive scalar to be designed, and ζ̂3(0) = ζ3(0).
The third learning law of NN is updated in the following form:

.
ŵ3 = τ3

[
H−1

F3

(
ph3 h3p + s3

)
ϕ3
(
ζ3
)
− Γ3ŵ3

]
(66)

Considering the Lyapunov function as:

V3 =
1
2

s2
3 +

1
2τ3

w̃T
3 w̃3 +

1
2

ph3 h2
3p +

1
2

χ2
2 (67)
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Substituting (65) into (64) yields, the derivative of h3p is computed as:

.
h3p = H−1

F3
w̃T

3 ϕ
(
ζ3
)
+ H−1

F3
ν3 − Γh3p h3p (68)

Define p3 = w̃T
3 ϕ
(
ζ3
)
, and then:

h3p
.
h3p = h3p

[
H−1

F3
p3 + H−1

F3
ν3

]
− Γh3p h2

3p (69)

Differentiating V3 with respect to time and invoking (62), (63), (66), and (69),
.

V3 is
calculated as:

.
V3 = s3

.
s3 − 1

τ3
w̃T

3

.
ŵ3 + ph3 h3p

.
h3p + χ3

.
χ3

= s3

[
−k3s3 + H−1

F3
w̃T

3 ϕ
(
ζ3
)
+ H−1

F3
ν3 − Ξ2g2

(
t, ζ2

)
s2 + g3

(
t, ζ3

)
Φ2 − kχ2 χ2

]
+ph3

[
h3p

(
H−1

F3
p3 + H−1

F3
ν3

)
− Γh3p h2

3p

]
− kχ2 χ2

2 + g2
(
t, ζ2

)
Φ2χ2 − 1

2 Ψχ2

− 1
τ3

w̃T
1 τ3

[
H−1

F3

(
ph3 h3p + s3

)
ϕ3
(
ζ3
)
− Γ3ŵ3

]
= −k3s2

3 + H−1
F3

ν3s3 + Γ3w̃T
1 ŵ3 + H−1

F3
ph3 h3pν3 − Γh3p ph3 h2

3p − kχ2 χ2
2

+g3
(
t, ζ3

)
Φ2χ2 − g2

3
(
t, ζ3

)
Φ2

2 − g2
(
t, ζ2

)
Ξ2s2s3

(70)

The following facts should be considered:

H−1
F3

ν3s3 ≤
H−2

F3

2
s2

3 +
ν2

m
2

(71)

Γ3w̃T
1 ŵ3 ≤

Γ3

2
w∗3

2 − Γ3

2
w̃T

3 w̃3 (72)

H−1
F3

ph3 h3pν3 ≤
H−2

F3
p2

h3

2
h2

3p +
ν2

m
2

(73)

g3
(
t, ζ3

)
Φ2χ2 ≤

g2
3
(
t, ζ3

)
2

Φ2
2 +

1
2

χ2
2 (74)

According to the above inequalities, the derivative of V3 can be given by:
.

V3 ≤ −k3s2
3 +

H−2
F3
2 s2

3 +
ν2

m
2 + Γ3

2 w∗3
2 − Γ3

2 w̃T
3 w̃3 +

H−2
F3

p2
h3

2 h2
3p +

ν2
m
2 − Γh3p ph3 h2

3p

−kχ2 χ2
2 +

g2
3(t,ζ3)

2 Φ2
2 +

1
2 χ2

2 −
g2

3(t,ζ3)
2 Φ2

2 − g2
(
t, ζ2

)
Ξ2s2s3

≤ −
(

k3 −
H−2

F3
2

)
s2

3 −
Γ3
2 w̃T

3 w̃3 −
(

Γh3p ph3 −
H−2

F3
p2

h3
2

)
h2

3p −
(

kχ2 − 1
2

)
χ2

2 − g2
(
t, ζ2

)
Ξ2s2s3 + C3

(75)

where C3 = ν2
m
2 + Γ3

2 w∗3
2 + ν2

m
2 .

As you can see, a novel robust adaptive dynamic surface IGC scheme based on the
serial-parallel estimation model, neural networks, and the disturbance observer is proposed
in Section 3. The recursive design details of the scheme can be summarized in Figure 3. To
be specific, the serial-parallel estimation model estimates the system states and provides
“critic” information for the neural network and disturbance observer; then, these three are
combined to realize online composite learning of the multiple uncertainties of the system
and improve the interception accuracy. In addition, the state and input constraints are
resolved by adopting the BLF and the improved saturation function.
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Figure 3. The recursive design details of the scheme proposed in Section 3. 
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4. Stability Analysis

The Lyapunov function is chosen as:

V = V1 + V2 + V3

= 1
2 s2

1 +
1
2 ln T2

b
T2

b−s2
2
+ 1

2 s2
3 +

1
2τ1

w̃T
1 w̃1 +

1
2τ2

w̃T
2 w̃2 +

1
2τ3

w̃T
3 w̃3 +

1
2 D̃2

1

+ 1
2 ph1 h2

1p +
1
2 ph2 h2

2p +
1
2 ph3 h2

3p +
1
2 χ2

1 +
1
2 χ2

2 +
1
2 z2

2 +
1
2 z2

3

(76)

Differentiating V with respect to time and invoking (39), (59), and (75),
.

V can be
represented as:

.
V ≤ −

[
k1 −

g2
1(t,ζ1)

2ι21

]
s2

1 −
[

k2Ξ2 −
H−2

F2
Ξ2

2
2 − g2

2(t,ζ2)Ξ2

2ι22

]
s2

2 −
(

k3 −
H−2

F3
2

)
s2

3 −
Γ2
2 w̃T

2 w̃21

−
(

Γ1
2 −

H1 H−1
F1

2ϑ1

)
ω̃T

1 ω̃1 − Γ3
2 w̃T

3 w̃3 −
(

H1 −
H1 H−1

F1
ϑ1β2

1+1
2

)
D̃2

1 − Γh1p ph1 h2
1p

−
(

Γh1p ph2 −
H−2

F2
p2

h2
2

)
h2

2p −
(

Γh3p ph3 −
H−2

F3
p2

h3
2

)
h2

3p −
(

kχ1 − 1
2

)
χ2

1

−
(

kχ2 − 1
2

)
χ2

2 −
(

1
ε2
−
∣∣∣ .
ζ2d

∣∣∣2+ι21
2

)
z2

2 −
(

1
ε3
−
∣∣∣ .
ζ3d

∣∣∣2
2 − ι22Ξ2

2

)
z2

3 + C

(77)

where C = C1 + C2 + C3.
Obviously, differentiating

∣∣∣ .
ζ2d

∣∣∣ and
∣∣∣ .
ζ3d

∣∣∣ with respect to time, there exists as:∣∣∣ .
ζ2d

∣∣∣ ≤ Q1

(
s1, s2, z2, χ1, D̃1, yr,

.
yr,

..
yr

)∣∣∣ .
ζ3d

∣∣∣ ≤ Q2

(
s1, s2, s3, z2, z3, χ1, χ2, D̃1, yr,

.
yr,

..
yr

) (78)

where Q1 and Q2 are positive continuous functions.
A specified compact set is designed as:

Z =
{

Q
(

s1, s2, s3, z2, z3, χ1, D̃1, yr,
.
yr,

..
yr

)
: V ≤ I1

}
(79)
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where I1 > 0. Then, it can be concluded from (78) and (79) that the continuous functions
Q1 and Q2 have maximum values within the scope of set Z, i.e.,

|Q1| ≤ N1, |Q2| ≤ N2 (80)

The appropriate parameters are selected as follows:

k1 ≥
g2

1(t,ζ1)
2ι21

+ K
2 , k2 ≥

H−2
F2

Ξ2

2 +
g2

2(t,ζ2)
2ι22

+ K
2 , k3 ≥

H−2
F3
2 + K

2

Γ1 ≥
H1 H−1

F1
ϑ1

+ K
τ1

, Γ2 ≥ K
τ2

, Γ3 ≥ K
τ3

, H1 ≥
H1 H−1

F1
ϑ1β2

1+K+1
2

kχ1 ≥ K
2 + 1

2 , kχ2 ≥ K
2 + 1

2 , Γh1p ≥
K
2 , Γh2p ≥

H−2
F2

ph2
+K

2

Γh3p ≥
H−2

F3
ph3

+K
2 , ε−1

2 ≥
N2

1+ι21+K
2 , ε−1

3 ≥
N2

2+ι22Ξ2+K
2

(81)

where K > 0 represents a constant.

Theorem 1. Consider the IGC system (12) under Assumption 1 with multiple uncertainties and
actuator saturation, the controller (61), and NN learning laws (25), (48), (66) with parameters
satisfying (81). If s2(0) ∈ Z1 := {s2||s2| < Tb }, the following properties hold:

1. The output of the system ζ1 can converge to a neighborhood of zero;
2. All signals such as s1, s2, s3, z2, z3, χ1, χ2, h1p, h2p, h3p, and D̃1 are uniformly ulti-

mately bounded;
3. The constraint of the state variable ζ2 will not be violated.

When s2 ∈ Z, inequality (77) can be rewritten in the following form if the design
parameters are selected as inequation (81).

.
V ≤ −K

2 s2
1 −

KΞ2
2 s2

2 −
K
2 s2

3 −
K

2τ1
w̃T

1 w̃1 − K
2τ2

w̃T
2 w̃2 − K

2τ3
w̃T

3 w̃3

−K
2 D̃2

1 −
K
2 ph1 h2

1p −
K
2 ph2 h2

2p −
K
2 ph3 h2

3p −
K
2 χ2

1 −
K
2 χ2

2 −
K
2 z2

2 −
K
2 z2

3 + C
(82)

Invoking (82) and Lemma 1,
.

V is calculated as:

.
V ≤ −K

2 s2
1 −

K
2 ln T2

b
T2

b−s2
2
− K

2 s2
3 −

K
2τ1

w̃T
1 w̃1 − K

2τ2
w̃T

2 w̃2 − K
2τ3

w̃T
3 w̃3

−K
2 D̃2

1 −
K
2 ph1 h2

1p −
K
2 ph2 h2

2p −
K
2 ph3 h2

3p −
K
2 χ2

1 −
K
2 χ2

2 −
K
2 z2

2 −
K
2 z2

3 + C
(83)

That is: .
V ≤ −KV + C (84)

.
V < 0 can be received from (84) when V = I1 and K > C

I1
, i.e., if V(0) ≤ I1, then

V(t) ≤ I1 always holds for ∀t ≥ 0. In other words, V(0) ≤ I1 is an invariant set.
By solving the inequality (84), we have:

0 ≤ V(t) ≤
(

V(0)− C
K

)
e−Kt +

C
K

(85)

Substituting (29) into (85) yields, the following expression can be obtained.

|s1| ≤

√
2
(

V(0)− C
K

)
e−Kt +

2C
K

, ∀t > 0 (86)

According to (86), |s1| ≤
√

2C
K can be acquired when t→ ∞ , i.e., s1 is uniformly

ultimately bounded. Therefore, by choosing appropriate design parameters, s1 can be
arbitrarily small and ζ1 can converge to a certain neighborhood of zero.
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Invoking (49) and (85), we have:

1
2

ln
T2

b
T2

b − s2
2
≤
(

V(0)− C
K

)
e−Kt +

C
K

(87)

|s2| ≤ Tb

√
1− e−2((V(0)− C

K )e−Kt+ c
K ) (88)

Similarly, it can be obtained from Equation (88) that s2 is uniformly ultimately bounded.
In addition, it can be concluded that the rest of signals such as s3, z2, z3, χ1, χ2, h1p,

h2p, h3p and D̃1 in the closed-loop system are uniformly ultimately bounded.
According to inequation (88), |s2| ≤ Tb always holds, and ζ2s ≤ ζ2 can be obtained

from the definition of saturation function (19). Then,

|ζ2| < Tb + ζ2 = ζ2max (89)

According to Equation (89), for any ∀t > 0, there is always |ζ2| < ζ2max. Thus, the
state constraint of ζ2 will not be violated.

The proof is completed.

5. Simulation Study

In this section, two simulation situations for the terminal guidance phase of a surface-
to-air missile are taken into account to verify the effectiveness and robustness of the
proposed control scheme. The simulations are aimed at the missile intercepts heading-
on target.

5.1. Simulation Parameters

The setting of the missile’s inherent parameters includes ρ = 0.2641 kg/m3,
Sre f = 0.0286 m2, Lre f = 0.1888 m, m = 144 kg, and Iyy = 136 kg ·m2. The velocity
of the missile is assumed to be constant during the terminal guidance phase, so it is defined
as VM = 900 m/s. The remaining initial trim conditions of the missile and the target can be
found in Table 2. Similarly, the constraints of normal acceleration and elevator deflection
of the missile are listed in Table 3. Motivated by [31], the aerodynamic coefficients of the
missile are represented as:

Cx = 0.0083α− 0.57 + 0.004δe,
Cz = −0.1796α− 0.0077− 0.09δe,
Cm = −0.435α− 0.1078− 0.675δe

Table 2. The initial conditions of the missile and the target.

Variable Variable

Pitch angle ϑ 0.315 rad
Angle of attack α 0.1 rad
Target velocity VT 300 m/s

elevator deflection δe 0◦

Table 3. The constraints of acceleration and input saturation.

Variable Maximum Value Minimum Value

Normal acceleration nL, m/s2 40 −40
Elevator deflection δe, deg 30 −30
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The initial range along the LOS between the missile and the target is r(0) = 8900 m;
the LOS angle is λ(0) = 0.1648 rad. The initial position of the missile and the target are
given as: xM(0) = 0, yM(0) = 0, xT(0) = 8900 m, and yT(0) = 1480 m.

5.2. Simulation Results
5.2.1. Effectiveness Verification

To evaluate the effectiveness and superiority of the adaptive composite learning
integrated guidance and control (ACLIGC) scheme proposed in our study, it is compared
with the conventional backstepping integrated guidance and control (CBIGC) algorithm
in [34]. For convenience, the two methods are denoted as ACLIGC and CBIGC respectively.

In this section, the target maneuver acceleration is given as AT = 30 m/s2 in scenario 1.
The parameters of the controller and filters are chosen as: k1 = 1, k5 = 5, k3 = 50, ph1 = 1.5,
ph2 = ph3 = 15, Γh1p = Γh2p = Γh3p = 5, HF1 = HF2 = HF3 = 1, and ε2 = ε3 = 0.5. The
parameters associated with online composite learning are set as: τ1 = τ2 = 20, τ3 = 30,
Γ1 = 0.01, and Γ2 = Γ3 = 0.001.

Figures 4–8 show the simulation results when the maneuvering acceleration of the
target is constant. It can be seen that the trajectories of the missile and target and the x and
y coordinates of the missile and target are presented in Figure 4.
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Figure 4. The trajectories of the missile and target and x and y coordinates of the missile and target in
scenario 1.
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Figure 6. (a) The time responses of normal acceleration nL in scenario 1; (b) the time response of
range along the LOS in scenario 1.
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Figure 7. (a) The time responses of elevator deflection δe in scenario 1; (b) ACLIGC and CBIGC to
estimate f1 + d1 in scenario 1.
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Figure 8. (a) ACLIGC and CBIGC to estimate f2 in scenario 1; (b) ACLIGC and CBIGC to estimate f3

in scenario 1.

The trajectories of state variables for the IGC system such as intercept strategy ξ and
pitch angle rate q are illustrated in Figure 5. It can be seen from Table 3 and Figure 6a that nL
always maintains in the constrained area. The final miss distances of different methods are
shown in Table 4, and the time response of range along the LOS is presented in Figure 6b.
Table 4 and Figure 6b indicate that the ACLIGC proposed in our study has a smaller final
miss distance compared with another value.
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Table 4. The final miss distance in various schemes.

Scheme
Miss Distance, m

Scenario 1 Scenario 2

ACLIGC 0.267 0.332
CBIGC 2.161 2.648

As shown in Figure 7a, the actuator saturation problem can be solved via both CBIGC
and ACLIGC, while the proposed ACLIGC can achieve better performance, with a smaller
elevator deflection amplitude and smoother time responses. As can be seen from Figures 7b
and 8, compared with the traditional backstepping-based adaptive learning approach in [35],
the online composite learning algorithm proposed in this paper achieves higher accuracy in
estimating the system multi-source uncertainties.

5.2.2. Robustness Verification

In scenario 2, the target maneuver acceleration is changed to a time-varying form
AT = 10 + 10 sin 0.1πt m/s2 to verify the robustness of the proposed ACLIGC.

A series of satisfactory results are shown in Figures 9–13 when the maneuvering
acceleration of the target is in a time-varying form. From the trajectories of the missile
and target, x and y coordinates of the missile and target shown in Figure 9, it can be seen
that the state variables for the IGC system such as intercept strategy ξ and pitch angle rate
q converge to the neighborhood of some value from Figure 10 respectively. In addition,
Figure 10 indicates that the intercept strategy ξ converges to the neighborhood of zero at
0.9 s, achieving a direct hit of the target.
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Figure 12. (a) The time responses of elevator deflection δe in scenario 2; (b) ACLIGC and CBIGC to
estimate f1 + d1 in scenario 2.

Moreover, according to Table 3 and Figure 11a, the constraint of nL will not be violated.
The final miss distances for ACLIGC and CBIGC are shown in Table 4, and the curves
of r are given in Figure 11b. It is clear that the ACLIGC proposed in our study obtains a
smaller value of 0.33 m to realize direct hit interception. The contrast curve in Figure 12a
shows that the elevator deflection amplitude of ACLIGC is 8◦, while that of CBIGC is
30◦. Meanwhile, the time response curve of the elevator deflection corresponding to the
ACLIGC is smoother. Similar to scenario 1, ACLIGC achieves higher estimation accuracy
for the uncertainties and time-varying disturbance, as indicated by Figures 12b and 13.



Actuators 2023, 12, 243 20 of 22

Remark 3. In a nutshell, because of adopting improved saturation functions, disturbance observer,
prediction error with SPEM, and online composite learning, the proposed ACLIGC is capable of
achieving good performance despite the target performing various forms of maneuver in different
scenarios, as illustrated by the simulation results in Figures 4–13.
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Figure 13. (a) ACLIGC and CBIGC to estimate f2 in scenario 2; (b) ACLIGC and CBIGC to estimate
f3 in scenario 2.

6. Conclusions

This study considers the problems in the IGC design for a class of STT interceptors,
such as input saturation, state constraint, and unknown nonlinear uncertainties. The
online composite learning based on disturbance observer is exploited to compensate for
multi-source uncertainties. Meanwhile, the state constraint problem can be solved by
introducing BLF and improved saturation function. This limits the virtual control and the
corresponding tracking error to a certain region, and the missile acceleration constraint
will not be violated. Moreover, the design of the auxiliary system ensures the stability
of the system. In addition, the saturation function and auxiliary system are designed to
handle in case of actuator saturation sufficiently. Finally, stability analysis shows that all
signals in the closed-loop system are uniformly ultimately bounded in the presence of
input saturation, state constraint, and uncertainties. The effectiveness and robustness of
the proposed scheme are illustrated via numerical simulation, and the results indicate that
it can achieve direct hit under constant and time-varying maneuvering of the target.
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