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Supplemental Material 

Figure S1. The screenshot of MiTree after quality controls. 
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Figure S2. The underlying CV process for cost-complexity pruning in decision tree to 

search for an optimal tuning parameter (the number of leaves or complexity parameter) 

value. 
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Figure S3. The underlying CV process for random forest to search for an optimal tuning 

(the number of randomly selected taxa to create a tree) parameter value. 
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Figure S4. The OOB error plot from random forest to show a sufficient convergence of the 

OOB error for the number of bagged trees to be aggregated (5,000). 
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Figure S5. The underlying CV process for gradient boosting to search for an optimal 

tuning (the number of iterations (updates) in the boosting process) parameter value. 
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Figure S6. The screenshot of the Ask ChatGPT plugin. 


