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Abstract: Subsurface formations with low compaction, often, due to the presence of underlying
cavities, are potential sources of hazards. Thus, understanding the occurrence, properties, and
extension of these weak zones poses a major concern in engineering geophysics. In this study, we
examine the ability of geophysical methods to map weak areas over carbonates in Northern Oman.
The weak zones are known to cause surface depression in many areas. The geophysical methods
examined involve Ground-Penetrating Radar (GPR), Seismic Refraction Tomography (SRT), and
Electrical Resistivity Tomography (ERT). This integrated geophysical survey was conducted near
the Bimmah sinkhole, in the Quriya area, Northern Oman. The survey covers both an area with
ground truth (low compaction sediments overlaying a cave) and a part with unknown subsurface
properties. GPR velocity analysis using selected diffraction’s fitting helped to identify high-velocity
anomalies that were attributed to the cavity. The GPR interpretation was calibrated with SRT and
ERT. The former showed a clear drop in P-wave velocity and low ray coverage at the cavity zone,
while the latter demonstrated high resistivity anomalies caused by the air filling the cavity. The scope
was to examine the geophysical methods response, especially the GPR, and utilize the results of this
preliminary approach for a wider exploration investigation in the area. The results from the study
indicated that the GPR is capable to serve as a pioneer method in detecting the cavities. Hence, the
GPR will cover large area in the site and the other two methods will be used as complementary for
the final subsurface conditions’ evaluation.

Keywords: refraction seismic; doline; resistivity tomography; GPR; GPR velocities

1. Introduction

In carbonate karst environments, caves are formed by the chemical and physical
interaction between groundwater with the rock. These geologic features do not follow a
readily distinguishable pattern and represent a major source of hazard in populated areas
underlain by carbonate rocks. The changes of the physical and chemical properties of the
host rock usually produce a bulk disturbance volume that can be larger than the cave itself.
This may help geophysical methods to detect the cavities hidden in subsurface [1–3]. Over
the last two decades, the use of geophysical methods for karst detection and character-
ization has drastically increased. This increase is due partly to the recent technological
developments in data acquisition, field equipment and procedures, recently developed
forward and reverse modeling workflows of data, as well as advances in interpretation and
visualization techniques [4].

Experience has shown that the knowledge of geometry and the structure of the dif-
ferent parts of a karstic voids system usually involves many uncertainties because of the
complex nature of karst systems [1,5]. Additionally, when there is a strong contrast in
physical properties between the cave and the host rock, the inverted models are more
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divergent and poorly fit the observed data which makes the solutions less reliable [2,6].
This makes the integration of various geophysical methods to become a necessity.

The combination of ERT with GPR or seismic methods has been used worldwide
during the last two decades. Most of the combinations aimed to locate groundwater-
saturated zones or cavity occurrences. Among many others, there are examples from Spain
(e.g., [2]), Iran (e.g., [7]), Oman [4,8,9], Turkey (e.g., [10]), China [11], and from the US [12].
Ref. [13] described geophysical methods adapted to karst study in a general book on karst
hydrogeology. In addition, [5] collected 25 papers dealing with different aspects of karsts,
their geology, geomorphology, modeling, and exploration methods.

Still, the main target of detecting caves and voids in karstic areas is the possible
existence of a doline above the void or the potential of the area above the void to create weak
zones which may lead to dolines visible on the surface, such as sinkholes. Sinkhole mapping
and characterization are implemented by geophysical methods to reduce the potential of
subsistence [14,15]. The problem is that, when a sinkhole appears, the subsurface is already
disturbed. Thus, there is a need to detect dolines or areas with the potential to produce
dolines or sinkholes [16,17].

There are only a few published studies in the literature that document the use of
geophysical methods for karstic terrains in Oman. For example, [18] used Micro-gravity
and VLF to detect cavities in Wadi-Shab, North Oman. Ref. [8] used GPR to detect karstic
features in carbonate rocks in a coastal area in Northern Oman. Ref. [9] used GPR, resistivity
and Multi-channel Surface Analysis of Surface Wave (MASW) to detect natural karstic
features in the Duqm area, Northern Oman.

Here, we combine three geophysical methods—namely, the Ground-Penetrating Radar
(GPR), the Electrical Resistivity Tomography (ERT), and the Seismic Refraction Tomography
(SRT)—to evaluate the first 10 m of the subsurface in a pilot study over a known cave
and a known disturbed with a low compaction overburden. The pilot study area is next
to a known sinkhole in Quriat, Northern Oman. These are the preliminary results of a
future large-scale exploration in the extended area to be used as a guide for the assessment
methodology and geophysical parameters. We show that the use of the GPR method as
a pioneering method can produce an adaptive electromagnetic (EM) velocity attribute,
which after our calibration with seismic velocity and electrical resistivity sections can
further involve the latter two methods as complementary and only at selected areas. This
is essential as the GPR method is the one with the lowest acquisition duration, processing
and is relatively easily applied in the field.

2. Area and Geological Background

The studied area is located in Quriat. It is a flat coastal plain with individual inselbergs
of predominantly carbonate rocks deposited under a shallow marine environment during
the Tertiary [19]. The terrain is physio-graphically karstified with a plain area that extends
for about 2 km between encapsulating elevated mountains and the coast of the Arabian
Sea. The Bimmah sinkhole is a remarkable karstic feature located in the plain a few meters
to the coast (Figure 1).

Figure 2 is a simplified geological map of North Oman, which includes the study
area and its environs (modified after [20]). The Tertiary rock succession in Quriat consists
of a number of formations ascribed to three stratigraphic groups: the Hadhramaut, the
Dhofar, and Fars Groups [21]. To the east, the succession is relatively thin (200–300 m)
and comprised of shelf limestone of the Seeb (Hadhramaut Group) and Shama Forma-
tions (Dhofar Group). In central locations, the Tertiary limestone is exceptionally thick
(2500–3500 m), with a massive basal unit comprised of restricted shelf facies limestone of
the Jafnayn Formation overlain by several formations belonging to the Hadhramaut Group
and slope deposits from the Dhofar Group [19,21]. Thin deposits belonging to the Fars
Group complete the succession. To the west, the Tertiary succession is made up of shelf
deposits of the Hadhramaut Group, comprising the Jafnayn Formation (Late Paleocene–
Early Eocene), the Rus Formation (Eocene), and the Seeb Formation (Middle Eocene). The
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Jafnayn Formation consists of massive bioclastic limestone with subordinate conglomerate,
sandstone and glauconitic marl forming a series of limestone mesas. The sandstone and
marl are inter-layered with nodular and bioclastic limestone containing abundant algal
debris and crushed fragments of benthic foraminifera, mainly alveolinidae [21].
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3. Methods, Data Acquisition, and Processing

A large cavity, visible within the Bimmah sinkhole, continues at more than 100 m
and extended laterally into the subsurface [22,23] (Figure 3). The cavity system in the area
consists of two parts. The first part is filled with air. It starts at around 7 m below the
surface and ends at around 18–20 m. From this depth and below, the cavity is filled with
very saline water. In order to make a direct comparison between the used methods, the
survey lines were all acquired along a profile above the cavity (black rectangle, green and
red lines in Figure 3).
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3.1. Electrical Resistivity Tomography

The ERT method is one of the geophysical methods that have proven efficient with
increasing successful applications in many areas around the globe including Oman. The
ERT method involves determining subsurface resistivity distribution by taking ground
surface measurements; it is based on Ohm’s law. The direct current is injected into the
ground by one pair of electrodes, and a second pair is used to measure the resulting po-
tential difference [24]. Two-dimensional electrical resistivity imaging is gaining increasing
acceptance among other investigation methods used for detecting karstic features [25]. ERT
applications in cavity detection have been documented in numerous published studies
from all over the world (e.g., [4,24–27]). Typically, the appearance of weak zones in resis-
tivity tomograms depends on the lithology of the host rock, its saturating fluids, and the
geometry of the cavity [2]. Cavities can be seen as high resistivity anomalies if the cavity is
filled with air [2] or low resistivity anomalies if it is filled with salt water [4,28]. Disturbed
overburden with low compaction on the other hand may be surveyed as a relatively low
resistivity zone if moisture is present, or relatively higher than the surrounding’s resistivity
area if the subsurface is dry. The latter is the case for the studied site.

For the ERT survey, we implemented the Wenner–Schlumberger configuration in the
data collection. In this configuration, four electrodes are used, two outer and two inner ones.
The two outer electrodes are used to inject the current, whereas the two inner electrodes
are used as potential electrodes. The array used here is more sensitive to depth resistivity
variations than the dipole–dipole array, but it has a much higher Signal-to-Noise Ratio (SNR)
than the dipole–dipole array. Ref. [29] reported the efficiency of the Wenner-Schlumberger
over the Wenner and the dipole–dipole arrays for the mapping of vertically and laterally
varying heterogeneities within different types of rocks. Even though, the dipole–dipole
array is more sensitive to lateral electrical resistivity changes, it has been observed that
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strong resistivity contrast may produce misplacement of the subsurface anomalies, with
the additional effect that this array may increase lateral resistivity heterogeneity, even for a
layered earth.

The measuring device is constituted by a resistivity meter connected to an arrangement
of 48 electrodes with an electrode spacing of 5 m (maximum depth of 45 m). The measured
apparent resistivity data were inverted to produce a resistivity model of the subsurface
using iterative smoothness-constrained least squares [30,31]. This inversion scheme requires
no previous knowledge of the subsurface; the initial guess model is constructed directly
from field measurements. Then, the ERT tomographic method iterates and compares
the calculated apparent resistivity to the measured apparent resistivity, modifying the
resistivity section and repeating the process until the difference between calculated and
measured resistivities reach its minimum (Figure 4).
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3.2. Seismic Refraction

Seismic refraction methods are based on Snell’s law, which governs the refraction of
propagating waves across the boundary between layers of different physical properties.
The arrival times of those waves once recorded at the surface can be inverted to derive the
properties of the rock along which they have traveled [24,32]. Examples of such properties
include rock velocities, depths, and thicknesses among many more physical and elastic
properties. Conventional refraction inversion methods use a “layer cake” approach. In
the latter approach, a subsurface model will be built in a form of a number of continuous
constant velocity layers with velocities and thicknesses that are varied through interactive
forward modeling in an effort to reduce the misfit between the theoretical travel times and
the ones from the field data. These methods require that sections of the travel time curves
be mapped to a refractor, a task that can be difficult at best in karst situations [33].

Unlike conventional refraction methods, in Seismic Refraction Tomography (SRT),
the model is made up of a high number of small constant velocity grid cells or nodes.
The inversion is performed by an automated procedure that involves the tracing of rays
through an initially built model, the comparison of the modeled travel times with the ones
derived from field data, and then adjusting the model grid by grid in order to find the
best fit between the theoretical and real-time picks. In the end, a final model close to the
earth will be produced. A key advantage of SRT is that because there is no assumption of
continuous constant velocity layers, SRT can help model localized velocity anomalies.

Refs. [33,34] demonstrated that the most basic requirement for detecting a cavity or
a very weak zone in a medium with relatively high seismic velocity is to have adequate
ray coverage in the area surrounding the anomaly [33]. In other words, energy must
have a path back to the surface in order to be recorded. With the above indicators (low
velocity and low ray coverage for low seismic velocities within high seismic velocities),
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SRT has demonstrated successful applications in interpreting shallow subsurface geology
(e.g., [2,28,33,35]).

Seismic data were collected at two places along the ERT study line (Figure 3). One
spread was surveyed over the known cavity with the disturbed overburden and one away
from the cavity. The cavity can be visited and its existence signature within the ERT profile
was verified, so the second location was chosen based on the ERT results, and it was
surveyed in an area of relatively low electrical resistivity where no doline was expected.
Twenty-four geophones of 4.5 Hz have been used for each spread with a geophone spacing
of 1.5 m. With this spread length, the refraction method can show reliable features for up
to a 10-m depth, which is sufficient in our case. The energy source used in the acquisition
is a 5-kg hammer, along with a metallic plate. It was ensured that the best results were
obtained by stacking the recorded signal five times on the seismograph.

The acquired data were of reasonably good quality and there was no need for any
prior filtering. Figure 5 shows some selected shots with the first break. Data were analyzed
using Zond2D seismic refraction tomography software. The first processing step consists
of picking the first break arrivals of each shot point from both lines. The picking was
performed semi-automatically. The first arrival times have been used to build an initial
model required for the tomographic inversion. The travel times will also be utilized to
estimate the close minimum and maximum velocities with 30% added to the maximum
value. In our case, the minimum and maximum velocities were approximated to be around
300 m/s (air wave) and 3500 m/s, respectively. Then, the tomographic method involves the
iterative tracing of rays through the built model, the comparison of the calculated travel
times with the measured travel times and updating of the model. The process will be
repeated until the difference between calculated and measured times will reach a minimum
global Root Mean Square (RMS) error. The latter RMS error integrates all errors between
calculated and measured travel times in the least square meaning (Figure 6).
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3.3. Ground-Penetrating Radar

GPR is one of the very common non-destructive geophysical methods that are widely
used in near-surface mapping purposes. The principles of the EM waves propagation are
similar to those of the seismic method, but in GPR surveying, the reflections or diffractions
are caused by layers or small heterogeneities with different dielectric properties [36]. GPR
allows fast and dense data collection in remote areas, as well as in the urban environment.
The depth of penetration of the GPR depends heavily on the frequency of the radar signal,
as well as the electrical properties of the substrate. GPR has a wide range of applica-
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tions for shallow subsurface investigations in engineering geophysics, such as mineral
exploration, geological, geotechnical, hydrogeological, environmental, and archeological
studies [4,27,37]. Of particular usage of GPR is the geologic characterization of the subsur-
face materials, as well as for the mapping of non-geologic objects. The technique is found
useful in cavity detection because the presence of cavities can cause drastic changes in
rock dielectric permittivity. The cavities expressions in GPR images, depending on their
size and the contrast they leave in the host rock. Large cavities may exhibit strong reflec-
tions that imitate their geomorphology, while small cavities show hyperbolic diffraction
reflections [2,8,9]. Cavities can also appear in a form of amplitude shadow zones [37].
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Figure 6. Velocity model derived from the tomographic inversion of the seismic refraction data.
A clear drop in velocity is observed with low coverage of rays in the section above the cavity (A).
While a similar response to the former is observed in the section away from the cavity (B), the latter
is not.

The GPR survey was conducted using the SIR-3000 system. Two antennas 270 MHz,
and 400 MHz were tested, and the 270-MHz has shown a good penetration with a rea-
sonable resolution, with an estimated wavelength of around 30 cm. Therefore, the lower
dominant frequency GPR data were processed and presented here. The GPR survey
was conducted along the resistivity and seismic profiles over and away from the cavity
(Figure 3). The time and space intervals were set to 0.1466 ns and 0.02 m, respectively.
Conventional processing, using the freeware package MatGPR [38], involved time-zero
adjustment, DC removal, Dewow, 300 traces mean trace removal, inverse amplitude decay
gain and a band-pass filter of 70 MHz–485 MHz (Figure 7a,c). Our scope was to estimate
GPR velocities, so we further applied the plane wave destruction (PWD) method, as intro-
duced by [39], in order to enhance the diffractions and partially eliminate the reflections
(Figure 7b,d). Note several air diffractions at the section depicted in Figure 7c and at late
times (more than 80 ns, at 40 m, 65 m, 90 m and 100 m from the study line origin), which
may cause ambiguities in the velocity analysis [2,27]. Hopefully, due to their relatively
small dips, these features are suppressed by the plane wave destruction filtering, along
with any reflection energy (Figure 7d). PWD required the estimation of the local slope in
the way that it was applied by [40].
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For the PWD filtering, first, the local slopes σ of the GPR section are estimated using
the local plane wave equation [39]

∂P
∂x

+ σ
∂P
∂t

= 0 (1)

where P is the wavefield, and x and t are the space and time variables. A 4-point sten-
cil is utilized for the implementation of the partial derivatives in x and t directions for
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Equation (1) and the PWD filtering. The partial derivatives are smoothed by a triangular
smoother before estimating σ [39–41]. Even though we utilize the method of [40] for the
estimation of the local slopes, for the focusing evaluation, we use the criterion as presented
by [42], based on the Fomel’s implementation [43]. For this, the GPR section undergoes to
sequential constant velocity time migration within a range of 0.04 m/ns up to 0.20 m/ns,
with 0.005 m/ns steps. The amplitudes of the signal are evaluated for each one of the
migrated sections in x-t windows using the focusing criterion of the varimax norm [43].

ϕ = n

n
∑

i=1
xi

4

[
n
∑

i=1
x2

i

]2 (2)

The varimax, ϕ, is estimated in x-t windows of the migrated GPR signals. Thus, xi
represents an abstract vector of the migrated section. To create an abstract vector from
a x-t window of the GPR section, each column’s (i.e., each partial trace) elements are
arranged one below the other to conclude a column vector of size n. The varimax norm of
Equation (2) is related to kurtosis of zero-mean signals, so to ensure this condition we have

k = n

n
∑

i=1
(xi − x)4

[
n
∑

i=1
(xi − x)2

]2 (3)

Kurtosis, k, of the data window is evaluated for each constant velocity migrated GPR
section and the maximum value denotes the best focusing, thus the optimum migration
velocity for the specific x-t data window. For our case, we utilized x-t windows of size
x = 6 m which varied in the time direction by 20 ns. This was that the first t size was
20 ns, the second, 40 ns, the third 60 ns and so on, each one of them originating at time
zero. The same implementation was used for the inline GPR sections (Figure 8a,c). Since
our scope was to transform the velocity information derived in depth and x-t windows
indicate a mean migration velocity within a data window, we estimated the mean interval
velocities (Figure 8b,d), which were then transformed by a 1D stretch to mean interval
depth velocities (Figure 9).
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4. Interpretation

Figure 4 depicts the electrical resistivity section produced after several iterations using
least square inversion. One advantage of the resistivity method is that it has helped collect
data from intervals much deeper than GPR and SRT. In the resistivity tomogram, the
interface between conglomerate and carbonates that is around 4 m deep is not clearly
mapped. The shallow low resolution of the resistivity section is due to the 5-m electrode
spacing, which was used to reach a section length sufficient for the desired section’s depth.
Even though we could acquire a profile with a denser electrode interval and less prospecting
depth to be combined with the former referenced ERT section, it was decided that the
methodology should be tested with these parameters for a fast application of the method.
This was a compromise of the shallow resolution and the total depth, as large voids and
caves at relatively large depths should also be imaged. Anomalously high resistivity is
observed at the cavity location (second from the left yellow arrow). This high resistivity
anomaly describes the cave’s upper surface at around 7 m deep. Below this high anomaly,
a very low resistive (high conductivity) zone is observed, attributed to the saltwater filling
the lower part of the cavity. Above 7 m deep, the relatively high resistivity values indicate
a potential low compaction zone, even though there is no surface indication for this, rather
its weathered nature is visible from inside the cave’s upper surface itself. This is the only
well-known ground truth of the study line.

In a seismic tomographic inversion, the final model depends heavily on the characteris-
tics of the initial velocity model. After several tests, a velocity model has been obtained and
displayed in Figure 6. The observation of the inverted section inferred that the velocities
vary with depth. These velocities represent the speed of seismic waves in the rocks, which
is directly related to the traversed rock elastic properties. It is clear from the velocity sec-
tions that the velocity of the seismic waves in the conglomerate is much lower than in the
limestone. In addition, the image shows a very clear depression in a form of a low-velocity
trend above the cavity at around 22 m to 32 m (Figure 6a). Additionally, with the help of
the ray tracing display mode, a low to zero ray coverage is observed at the anomaly zone,
indicating a possible velocity reversal. These two signs are good indications of the karst
presence, as discussed earlier. These latter features that are commonly attributed to cavities
or weak zones have been reported in several theoretical and field studies. Some examples
include [2,10,33,34,44]. A comparison of the seismic velocity model and the traced rays
from the cavity line between the inverted model and rays from the line away from the
cavity indicates that the cavity exhibits both low seismic velocity values and low coverage
of rays (Figure 6b).

The GPR sections revealed the presence of two subsurface rock units, which differenti-
ate at around 50–60 ns (Figure 7a,c). The first one is conglomerate, which is characterized by
relatively low reflectivity and shows numerous diffractions caused by inner heterogeneity
or fractured sand boulders. The second is a layered limestone interbedded with marl.
Velocity analysis using selected diffraction’s fitting indicated velocity values for the upper
formation from 0.09 m/ns to 0.15 m/ns. This large variation of velocity indicates denser
to looser areas, respectively, as with the lack of moisture only air content differentiates for
compaction. It is a common practice to evaluate possible large heterogeneities based on
the diffraction’s density within the section. This is also known to be an unsafe approach
as relatively high amplitude diffractions’ existence depends on the combination of the
dominant frequency of the GPR signal, the EM velocity of the subsurface (both indicating
the wavelength of the signal), and the size of the heterogeneities. To circumvent this, we
based our interpretation on velocity analysis of the sections after plane wave destruction
(Figure 8). We are aware that the 1D transformation to interval velocities lacks a solid
theoretical base for the main reason that we do not have a laterally homogeneous medium,
as depicted in Figure 8a,c. To deal with the problem of the conversion from time–migration
velocities to interval velocities in depth, in the presence of lateral velocity variation, [45]
utilized Dix velocities inversion involving image rays. We do not use the outcome velocity
either for migration and time-to-depth conversion of the GPR section or for further esti-
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mation of other physical properties such as dielectric permittivity. Even though the latest
examples in the literature followed this way [42,46], we treat our final depth velocity values
in Figure 9 as an attribute, which needs calibration with other methods.

Integrated Interpretation

Even though data acquisition followed the sequence of ERT, SRT, and GPR to evaluate
the first and choose the position of the latter methods, our scope is to retrieve a methodology
for interpretation that follows exactly the opposite sequence.

Based on the knowledge that a low compaction layer exists overlaid on a cave at
a lateral position on the relevant GPR section between 40 m and 50 m, as mentioned in
the seismic refraction section above, we first calibrate the high-risk zones to be described
by EM velocities higher than 0.17 m/ns (Figure 10, upper left EM velocity image). This
requires the study of the seismic refraction velocity models, which exhibit a dropdown of
the velocity value around 2800 m/s (Figure 10, down left seismic velocity model, white line).
Dropdowns in the seismic velocity coincide with GPR velocities higher than 0.17 m/ns
and also with electrical resistivity values higher than 800 Ohm-m. On the other hand,
seismic velocities lower than 2800 m/s coincide with areas of GPR velocities lower than
0.12–0.13 m/ns and electrical resistivity values lower than around 100 Ohm-m (Figure 10,
leftmost GPR velocity image, 25–40 m lateral position, and rightmost GPR velocity image,
60–70 m lateral position). At around 80–90 m of the second GPR section (Figure 10,
rightmost GPR velocity image), a very high velocity is observed, which, if this was the true
EM velocity, it would be attributed to a possible void. Still, this area is just attributed to a
higher risk area than the already known at the leftmost GPR velocity section, as we have
already mentioned, we do not use these velocity values as a physical property but, rather,
as an attribute under-calibration.
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Figure 10. GPR velocity attribute calibration based on the response of the other methods over the
known cave (90–105 m horizontal distance in the ERT section) and the overlaid low compaction
formation (under the first yellow arrow from the left). ERT resistivity values follow the same color
scale as in Figure 4. The whole image is utilized for the integrated interpretation section. White
lines indicate seismic velocities around 2800 m/ns in the seismic velocity sections and are also
superimposed to the other Methods sections for comparison. All other yellow arrows than the first,
indicate high resistivity anomalies initially attributed to high-risk zones. All images are also depicted
separately in Figures 4, 6 and 9.
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This calibration also indicates an acquisition methodology as it can be assumed to be
a global parameterization for the extended area. Namely, GPR acquisition can cover all
the area of interest and then adaptively estimate the same velocity attribute, which can be
used for the potential high hazard zones. These zones can be further evaluated by the use
of SRT, and if seismic velocity dropdowns are observed, the ERT method can be involved
to image both the selected areas response and also possible origins of the weak zones at
larger depths.

5. Discussion

We present a specific site dedicated methodology for detecting low compaction forma-
tions over or in carbonates. The response of the methods used here indicates that relatively
large GPR velocity values, along with low seismic velocities and high electrical resistivities
are attributed to subsurface parts consisting of loose sediments, prone to future surface
depression. Possibly, other areas in other parts of the world could be surveyed with the
scope to detect low GPR velocities and resistivity zones, as loose formations may capture
moisture. This is why the involvement of seismic is useful.

The methodology we used denotes that for the specific case study and target GPR
should not be used as a standalone method. Our work presents the GPR method as a
valuable tool used as a pioneering method to cover a large area for dolines assessment.
Hopefully, the area lacks moisture and, thus, the GPR signal penetrates at depths more
than 5 m, adequate for our scope. Its response can be further evaluated by SRT and ERT
methods at selected areas. Acquisition of geophysical data follows a sequence from the
easiest and fastest to implement the method to the harder. This is essential due to both
acquisition costs and time, but also very useful in areas like the one we present here due
to extreme weather conditions. For processing, to enhance the applicability of the GPR
method, we avoided diffraction analysis which is very time-consuming and suffers user’s
subjectivity. The method we propose for the adaptive GPR velocity attribute estimation
facilitates the GPR method’s interpretation, as long as the specific attribute is calibrated
with the rest of the methods over a ground truth area.

For the time-migration velocities estimation, we use relatively large x-t windows of
the section to obtain a smooth result. Each value corresponds to a mean value of the best
focusing velocities of the x-t window and this makes our method have the drawback of
not mapping small heterogeneities in the migration velocity values. We utilized mean time
velocity values for the estimation of interval depth values of the velocity attribute, which
is implemented in 1D, possibly resulting in a laterally smoother result than the true GPR
velocities [45], but it showed to serve us well for the specific study.

Plane-wave destruction filtering, except from enhancing the diffractions energy, also
suppresses multiple energy and air diffractions. This is due to the lower dips of the
latter in comparison to the former, avoiding the estimation of erroneous larger migration
velocity values than the correct ones. Another similar effect could appear due to the
heterogeneities of the subsurface being not pointed diffractions in relation to the EM
wavelength, as reported by [47,48]. This source of ambiguity is not yet addressed or solved
in our knowledge. We avoid interpretation of the GPR sections before PWD, based on the
density of diffractions, as it has been done in many cases in the literature. In our opinion,
this is an unsafe approach as a relatively high amplitude diffraction’s existence depends
on the combination of the dominant frequency of the GPR signal, the EM velocity of the
subsurface and the size of the heterogeneities. Diffraction density could also be a drawback
in our proposed application—namely, the evaluation of diffraction focusing. Still, the
sections after PWD indicate a large amount of diffraction energy, for the specific study,
adequate for further analysis.

A potential field of research is the application of a similar approach on dense parallel
study lines GPR data, considering the diffractions as 3D phenomena. Future work will
also focus on the improvement of the estimation of GPR velocities by involving 2D (or
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3D) transformation of time-migration velocities to depth velocities, which, along with
attenuation evaluation, can lead to dielectric permittivity values.

6. Conclusions

An integrated geophysical survey using the Ground-Penetrating Radar, Seismic Refrac-
tion Tomography, and Electrical Resistivity methods was carried out in Northern Oman to
examine the ability to evaluate areas of low compaction that could potentially give surface
depressions or sinkholes above a tertiary carbonate rock. This is a preliminary study, part
of a larger future research, which had the scope to adopt an efficient methodology for the
extended area. We estimated an adaptive GPR velocity attribute in x-t windows, based on
the best focusing of the diffractions, whose values were calibrated by seismic velocities and
electrical resistivity values over a ground truth area to interpret the shallow subsurface.
This concluded at a specific site dedicated acquisition methodology, with the GPR method
leading the way and covering all the area leaving the rest of the methods to be used as
complementary and only at selected areas of great interest.
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