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Abstract: The values of the physical–mechanical properties of any soil are affected by uncertainties
both due to experimental measurements and the impossibility of knowing them, in detail, at every
point of the spatial domain. Accordingly, this work focuses on uncertainty in shear wave velocity
(Vs) and its impact on the seismic response. The Monte Carlo method, based on pseudo-random
number generation, was selected. To understand which random distributions could identify the
site’s real conditions, the Fourier spectrum frequencies were calculated for each realization and were
compared with the predominant natural site frequency. The experimental range data were used to
calculate the spectral average acceleration and the horizontal amplification factors. The simulations
were performed and interpreted by a modified version of VisualQ4M software based on 2D Quad4M,
including the generation of pseudo-random numbers and pre- and post-data processing. A site at a
small scale, in the territory of the city of L’Aquila (Italy), was selected as the test case. This paper
demonstrates, from a numerical point of view, that both a simple local topographic modification due
to excavation and the uncertainties of the numerical values, even of the shear wave velocity alone,
can have an important impact on the local seismic amplification.

Keywords: seismic amplification; stochastic simulation; Monte Carlo approach; Quad4M program;
L’Aquila earthquake

1. Introduction

In recent years, particular attention has been paid to the local seismic amplification
phenomena, intensifying the geological studies of the territories and the soils’ seismic char-
acteristics to understand the causes that can trigger seismic waves’ surface focalizations [1].

The numerical estimates of the surface seismic amplification are influenced by various
factors, including the selected analysis method, the dynamic properties of the soil, the
input motion, and the shear wave velocity profiles Vs. In this paper, in order to introduce a
stochastic approach, the Vs parameter was selected as a random parameter [2]. The Vs can be
evaluated with various geophysical methods (active and/or passive) or through empirical
correlations [3]. Currently, engineering design codes have few guidelines regarding the
inclusion of Vs numerical uncertainty values for performing site response analyses. The
uncertainties in the definition of the shear wave velocity can generate a numerical seismic
response that is not always representative of the real surface amplifications. A common
practice is the single deterministic analysis, using an average Vs value for each, eventually
multiple, layers. However, this kind of approach does not commonly guarantee a correct
and, as far as possible, complete estimate of the implications due to the variability of the
selected geotechnical parameters. Accordingly, in this paper, the probabilistic method, for
which each physical parameter can be assumed as a function of a pseudo-random variable
URND, was assumed. All compilers (Fortran, C++, Python, etc.) use default algorithms
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which, based on an internal clock and on an extremely long series of numbers, even with
1036 elements, are able to select numerical values that are not completely random, and for
this reason, they are called “pseudo-random” numbers.

Currently, a large international bibliography describes in detail the characteristics of
the stochastic method applied to seismic amplification. An attempt to couple Probabilistic
Seismic Risk Analysis and seismic micro-zonation, two of the most important components
of seismic risk mitigation strategies, has been discussed in [4]. In the article [2], for the
stochastic study of seismic risk, the variability of the Vs was considered, and in [5], the
effects resulting from the choice of three different ways of considering the Vs were discussed.
In [6], the Monte Carlo method was applied. The parameters that substantially influence
the surface seismic amplification depend on the deformation in a non-linear way [7] (among
many others). Accordingly, a technique to avoid the complexity of full non-linear numerical
approaches has been proposed in [8] called “The Equivalent-Linear Method”. By this
approach, a pseudo iterative linear analysis is performed, with some initial values assumed
for damping ratio and shear modulus. The maximum cyclic shear strain is recorded for
each element and used to determine new values for damping and modulus by reference to
laboratory-derived curves that relate damping ratio and secant modulus to the amplitude
of cycling shear strain.

Some empirical scaling factor is usually used when relating laboratory strains to
model strains. The new values of damping ratio and shear modulus are then used in a
new updated numerical run. The whole process is repeated several times until there are
no further changes in properties. At this point, it is said that “strain-compatible” values
of damping and modulus have been found, and the simulation using these values is
representative of the response of the real site.

It is important to note that, to introduce stochastic variability in numerical modeling,
there are two main commonly used techniques, the Spectral Approach [9] and the Monte
Carlo method, which is more time-consuming, but more realistic.

In the practice of engineering modelling, but also in research activities, a commonly
internationally used software is the Quad4M [10], based on the 2D finite element method.
The non-linearity of the soil is considered by “The Equivalent-Linear Method”. However,
the parameters are entered in a deterministic way. To overcome this aspect, VisualQ4M,
a new software (www.visualq4m.com, “URL (accessed on 16 January 2023)” [11], was
developed, including a graphical user interface (GUI) for the pre- and post-processor with
functionality and visual command able to generate, with excellent accuracy, geometric
models suitable for the Quad4M program. The new software, selected to perform sim-
ulations discussed in this paper, manages all the seismic analyses in a single integrated
interface to perform a complete 2D Quad4M simulation, producing various color-map
results and spectral responses, as well. In addition, the selected software allows for the
automatic performance of the Monte Carlo approach, even with a distribution of random
values defined by the user, for example, variables with depth.

Accordingly, the Monte Carlo approach was applied to analyze different possible
realizations of the system under consideration, resulting from different, but possible,
statistical distributions of the Vs parameter, selected as a random variable.

The spatial domain was discretized by geometric elements of varying size depending
on location, but whose minimum dimension was no less than one meter. Therefore, in order
to simplify the approach, we assumed that the autocorrelation and cross-correlation scales
were, for the system under consideration, below 1.0 m, thus avoiding the elaboration of a
spatially random distribution of geotechnical parameters using approaches such as those
developed by Metropolis–Hastings [12] and others [13,14]. This option will be implemented
in future activities.

For the test case, a site located in the city of L’Aquila (Italy) was selected [15]. The
actual topographic shape is the result of the anthropic excavation realized at the beginning
of the 2000s. The natural geometry was modified to realize a private construction in the
valley area. About 8000 m3 of soil was removed for the new project, and a prefabricated
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Geosciences 2023, 13, 165 3 of 21

retaining wall with a height of about 7.50 m was realized. After the main earthquake of
April 2009, the upstream structure has been completely damaged. In addition to the classic
X-shaped pattern cracks (typical of the seismic action), other types of fissures also appeared,
resulting from a sliding movement and minimal vertical deformation of the building. The
reduced restriction downstream of the structure generated a relaxation of the horizontal
stress component and an increase in the horizontal surface accelerations by topographical
amplification. In this case, the simplified approach (1D model) [16] was not correct to
simulate multiple reflections of seismic waves on the surface. Thus, 2D simulations were
correctly selected.

Moreover, only the fundamental frequencies of the ground have been considered and
not those of the structures. Moreover, it should be noted that the Monte Carlo approach,
based on the generation of random numbers for the determination of shear wave velocity,
introduces frequencies that are not included in the natural frequencies of the selected
site [17]. Accordingly, not all seismic frequencies coming from the Fourier analyses of the
seismic spectrum, selected as featuring the large scale territory within which is located the
particular site under study, could impact the small scale of the site under consideration.

Accordingly, many (pseudo) random, parametric numerical analyses were performed
to simulate the seismic wave propagations. In addition, an approach of this type was
also useful to understand the impact of a modification of the topography on local seismic
analysis after an excavation, including uncertainties considerations as well. Another
useful result, based on the statistical standard deviation variability, was the experimental
numerical test of how many Monte Carlo simulations were necessary to be performed.

2. Materials and Methods
2.1. Implementation of Pseudo-Random Algorithm

The uncertainties on the assumption of a single and deterministic selection of the
numerical values of the shear wave velocity can generate seismic responses that are not
always representative of the real site amplifications. Only a probabilistic approach could
furnish a more realistic response estimate.

Since the values of the parameters are affected by uncertainty, first of all, through
laboratory tests and on-site investigations, a range of variation should be estimated.

For the sake of simplicity, we selected Vs as the primary pseudo-random variable
from which to deduce the other ones. In a more general approach, many pseudo-random
variables should be considered, requiring, however, a complex cross-correlation analysis
and more. Accordingly, the following variability range was estimated:

Vsmin ≤ VsRND ≤ Vsmax (1)

where VsRND = random value; Vsmin = min value; and Vsmax = max value were estimated
by laboratory and in situ measurements or from the available bibliography (as detailed
below). Then, the best estimate of the most probable value (expectation value of the
random parameter), i.e., the arithmetic mean between the minimum and maximum value,
was introduced:

µVs =
Vsmin + Vsmax

2
(2)

Another important statistical parameter was the “standard deviation” that, following
the adopted approach, had to be deduced from the available data. We estimated this
parameter on the basis of the well-known “Chebyshev inequality”, according to which
about 93% of the numerical value of a random parameter, in our case VsRND , lies in the
following range [18–22]:

µVs − 4σVs ≤ VsRND ≤ µVs + 4σVs (3)
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imposing that µVs − 4σVs ≡ Vsmin and µVs + 4σVs ≡ Vsmax , the following important and
necessary relation was obtained:

σVs =
Vsmax −Vsmin

8
(4)

It is worth noting that these assumptions hold independently of the assumed proba-
bility distribution to which the random variable belongs.

At this point, we had to define an algebraic expression of a pseudo-random variable,
assumed suitable for simulating the numerical values of the mechanical parameters under
consideration. The most common approach refers to the following mathematical statement:

XRND = µx + σxε (5)

where XRND was the pseudo-random parameter, µx the average of the total ensemble of
numerical values of the XRND parameter (in our case Vs), σx the standard deviation around
the mean of the selected statistical distribution, while ε was the numerical perturbation
due to the uncertainties of the system. We assumed that all the probable and, therefore,
real numerical values of the shear velocity are distributed around a mean µx, with a Nor-
mal Gaussian Distribution, among many other possible selections. However, this type of
distribution may generate negative values in the tails part of the distribution, which does
not make any sense from a geotechnical point of view. Therefore, the algorithm that we
implemented includes a requirement that, in case a non-physically consistent value of the
random parameter is obtained (for example, a negative value), a value equal to the mean
of the assumed statistical ensemble would be assigned to the covering element in consid-
eration. Different statistical distributions will be explored in the future [23]. Accordingly,
expression (5) assumed the following expression, specific for the VsRND variable:

VsRND = µVs + σVs ·G_norm (6)

G_norm was the Normal Gaussian ensemble (a Standard Gaussian Distribution whose
mean µ and standard deviation σ are, respectively, 0 and 1):

G_norm =
e−

U2
RND

2
√

2π
(7)

while URND was a pseudo-random number.
The C # compiler (very similar to C++), selected in this paper to develop this kind

of algorithm, generates, by default, an almost uniform distribution of pseudo-random
numbers within a definite range. From this, by means of simple algorithms, it is possible to
construct suitable statistical distributions. Accordingly, in order to obtain the distribution
(6), the following [24] was selected:

G_norm =
√
−2· ln(Urand1)· sin(2πUrand2) (8)

The Urand1 and Urand2 values were two non-correlated (pseudo) random variables
uniformly distributed in the interval (0–1). In the resulting distribution, there must be no
correlation between Urand1 and Urand2 variables.

Among other techniques, the Monte Carlo approach [21] was applied, repeating the
same calculations several times but considering, for each simulation, different numerical
values of the involved parameters belonging to the ensemble described previously.

Through the following expression, the shear modulus was calculated according to the
previous discussion:

GRND = ρ·(VsRND )
2 (9)
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where GRND was the pseudo-random shear modulus; ρ the density (not considered as a
random value for the sake of simplicity, but still different for different materials); VsRND the
pseudo-random shear wave velocity. Figure 1 shows an example of the outcomes resulting
from the application of the method. The shear modulus values were calculated following
the Gaussian scheme.
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Figure 1. Example of Monte Carlo approach.: (a) Shear modulus distribution with depth; (b) Normal
distribution of shear modulus.

2.2. Computational Tools

The Quad4M software is a 2D Finite Element Method (FEM) code [25]. The grid
elements were assembled according to concentrate mass scheme using springs and viscous
dampers as connections. The numerical solution is iterative, using a direct integration in
the time domain, according to Hughes’s scheme [26]. The calculation procedure uses a
system of equations in matrix form [27]:

[M]
..
u + [C]

.
u + [K]u = R (10)

where:

• [M] = mass matrix (lumped mass formulation);
• [C]= damping matrix;
• [K]= stiffness matrix;
• R = load vector, which is given by: R = [M]

..
ug;

• .
ug = input velocity;

• ..
ug = input acceleration.

The difficulty in the construction of the conceptual numerical model led to the de-
velopment of a robust pre- and post-processor capable of simplifying and speeding up
the generation of the model and the interpretation of results. The VisualQ4M software
includes a graphical user interface (GUI) with functionality and visual command able to
generate, with excellent accuracy, geometric models suitable to Quad4M program. Figure 2
shows the flowchart of the VisualQ4M. It is worth noting the set of possibilities, such as
the Monte Carlo Method, that were included in this version. The option is valid for Unit
Weight, Poisson ratio, shear modulus, and damping ratio, where it is possible to define the
variation range for each material according to statistical distributions.
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2.3. Geological Model

The site is part of the central Apennine Mountains in a heavily tectonized area
(Figure 3). There are soils belonging to the Meso-Cenozoic succession, mainly represented
by calcarenite, marly limestone, and bioclastic calcirudite. In the area, these deposits are
mostly covered by fluvial deposits, mainly sandy gravel, sandy pelitic lake deposits, and,
sometimes, by debris flow and colluvial debris layers. The covering deposits are granular
clastic sediments (lake silts, alluvial deposits, debris flow, and pluvio-colluvial deposits).
The definition of the geometrical structure and the properties of the layer was carried out
by survey report and from the official Geological Map. The local stratigraphy (Figure 4)
is composed of an upper seismic layer (carryover terrains and calcareous breccias) and a
lower seismic layer of clayey silt materials.

The thickness of the upper layer is about 11.0 m, and the range of the shear wave
velocity Vs is 391 ± 466 m/s. Silty clay and clayey silt layers (maps of the homogeneous
microzones from seismic perspective. First level-Macroarea 1 L’Aquila Centro-S. Elia)
are located from 11.0 to 125.0 m; however, direct measurements of their velocities were
not available.

Vs = 300·σ′m0.27 − 2.44·PI (11)

The Vs profile was estimated by the experimental stresses function by [28], where
σ′m = main effective stress (atm) and PI = plasticity index (15%). The other parameters,
density and Poisson ratio (Table 1), were estimated from bibliographic values [29]. Table 1
shows the main parameters used in the analyses.
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Table 1. Seismic parameters of the layers.

Lithology Depth Density
(kN/m3) Vs (m/s) Poisson

Calcareous Breccia 0.0–11.0 20.0 433 0.45
11.0–31.0 19.0 320 0.47
31.0–51.0 19.0 461 0.47
51.0–71.0 19.0 507 0.47
71.0–91.0 19.0 545 0.47

91.0–111.0 19.0 577 0.47

Lacustrine deposit

111.0–125.0 19.0 597 0.47
Bedrock 125.0–? 22.0 1250 0.30

For the numerical analyses, an equivalent linear model was used [30]. The scarcity of
seismic laboratory tests and the impossibility of obtaining undisturbed soil samples in the
calcareous breccia led to the use of experimental normalized stiffness G/G0 and damping
ratio, both versus shear strain γ curves, proposed by the study of seismic micro-zonation
for the reconstruction of the L’Aquila area. Two stress functions were used, one for the
calcareous breccia and another for the lacustrine deposit. The values used for the shear
modulus and the damping ratio soil layer are reported in Tables 2 and 3.

Table 2. Shear modulus reduction and damping ratio curve for the calcareous breccia.

γ 0.0001 0.001 0.01 0.10 1.00 10.0
G/G0 1.00 0.95 0.75 0.35 0.15 0.15

D 1.00 1.45 3.75 10.55 15.75 16.95

Table 3. Shear modulus reduction and damping ratio curve for the lacustrine deposit.

γ 0.0001 0.001 0.01 0.10 1.00 10.0
G/G0 1.00 1.00 0.85 0.25 0.10 0.10

D 3.15 3.30 3.75 10.95 15.95 16.95

The effective shear strain for a given soil layer and for a given stress time history
was evaluated following Equation (12), where R is the effective strain ratio. In this work,
R = 0.65, as suggested in Quad4M manual.

γe f f = R·γmax (12)

In equivalent-linear analysis, the non-linear response of the soil is approximated by
modifying the linear elastic properties of the soil based on the generated strain level. There
is no precise rule to determine the max number of the sub-iterations required in Quad4M
code, but the VisualQ4M estimate the “Check Run” value. Therefore, the program compares,
for each element, the maximum shear strain to the same parameter of the previous run.
When there are no more differences, the iteration is stopped.

2.4. Random Variability Model

As discussed by [31], two common methods were used: (1) a single reference Vs profile
by varying the values with a constant factor and (2) a statistical approach from random
Monte Carlo method. In this work, a combined approach was selected. The Monte Carlo
algorithm was implemented with an upper and lower limit selected by Vs average values
for each layer, following the previous discussion. The Vs ranges, proposed in Figure 5,
were calculated by STRATA code [32]. The code, as described in [33], generates random Vs
profiles developed through the procedure proposed by [34].
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Figure 5. The 1000 Vs profiles calculated by (STRATA Code) [34].

The algorithm was based on a reference shear-wave profile, and the Vs values were
assumed depth-dependent. In this work, a suite of 1000 statistically based random Vs
profiles were generated, and the variability range (Table 4) was successively calculated. In
the following table, the “Vs (survey)” column shows the Vs values recorded in field, while
the “Vs (Strata code)” and the “Range Vs (Strata code)” columns show both the Median
and the Median ± Log Stdev of Vs values calculated by Toro, shown as blue and red lines
in Figure 5, respectively [34].

Table 4. Vs range used in the numerical analyses.

Depth Vs (Survey) Vs (Strata Code) Range Vs (Strata Code)
(m) (m/s) Average (m/s) Min (m/s) Max (m/s)

0.0–11.0 433.0 428.2 305.5 550.9
11.0–31.0 320.0 317.4 228.4 406.4
31.0–51.0 461.0 464.3 333.6 595.0
51.0–71.0 507.0 510.2 365.8 654.5
71.0–91.0 545.0 548.7 395.7 701.8

91.0–111.0 577.0 578.0 414.2 741.8
111.0–125.0 597.0 599.7 429.8 769.6

2.5. Geometrical Model

In the numerical modeling, adopting, in particular, the FEM approach, the results
also depend on the element size of the grid. Accordingly, numerical tests (not reported)
were performed to define an optimal tessellation. The geometric model was calibrated on
both the geometric and seismic layers’ characteristics. The grid was assembled through
triangular and quadrangular elements with a graded distribution in the horizontal dimen-
sion, allowing an effective modeling of geometric variation, as well as irregularities of the
topographic surface and stratigraphic contacts. The vertical discretization size directly
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relates to the accuracy of numerical scheme. The height hmax of the element was calculated
as follows:

hmax ≤
λmin
10

, λmin =
Vs

fmax
(13)

where λmin was the minimum seismic wavelength of the selected seismic events; Vs was
the shear waves velocity; and fmax was the maximum frequency (20–25 Hz).

The 2D numerical grids were constructed using the internal discretization algorithm.
The code automatically changes both the number of elements and their size in each sub-
block to obtain an adaptive gradual elements distribution and, accordingly, a greater
numerical precision. Two geometrical models (Figure 6) were analyzed: (A) previous
profile shown, reconstructed consulting old maps and previous projects, and (B) the actual
profile after excavation, reported and measured through detailed topographic survey.

Both models were implemented with a transmitting boundary at the base so that the
need to absorb artificial wave reflections was satisfied [35,36].
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2.6. Seismic Input

The seismic simulations were based on actual earthquakes, as they contained realistic
frequencies. The accelerograms were selected considering national archives in order to
exploit the most representative inputs of the seismicity of the site under examination. The
Rexel V.3.5 [37] software was used to extract seven real earthquakes (Table 5) whose average
matches the target spectrum in the specified range of periods (0.15 s–2.0 s).

Table 5. Seismic Input report.

Event Name Station
Name Duration (s) PGA (g) Moment

Magnitude
Epicentral

Distance (km)

Emilia_2nd_shock Mire 61.970 0.173 6.0 4.1

Friuli_3rd_shock S. Rocco 16.875 0.245 6.0 15.8

L’Aquila Aquila-V. Aterno 100.000 0.437 6.1 5.0

Central_Italy Norcia 52.940 0.295 5.4 10.1

Central_italy Avendita 61.920 0.273 6.5 10.5

Emilia_2nd_shock Mirandola 63.005 0.213 6.0 5.1

Emilia_2nd_shock Quarantoli 2 170.005 0.219 6.0 8.6
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3. Results

In the following, the results coming from deterministic and random approaches are
compared and discussed.

3.1. Deterministic Approach

In the analysis with a deterministic approach, in order to carry out the simulations
relating to the topography before and after the excavation, the different values of Vs
waves and, consequently, also the shear modules characterizing the different layers were
considered constant and equal to their mean values.

Figure 7 shows the numerical results (seven gray curves), virtually measured in the
red dot indicated in Figure 6, following the application of the seven accelerograms required
by the Italian National Regulations (as detailed below). Figure 8 also shows, colored in red,
the average value of the seven simulations.
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The maximum amplitude values and the reference period/frequency for the average
acceleration spectrum are shown in the following Table 6.

Table 6. Maximum spectral acceleration of the mean spectrum.

Stage Sa Period Frequency

Before excavation 0.978 g 0.36 s 2.78 Hz

After excavation 1.051 g 0.36 s 2.78 Hz

The horizontal amplification factors FHA were calculated as the ratio of the amplifica-
tion intensity spectral between the surface ASIS and the acceleration spectrum intensity at
the rock outcrop ASIR, calculated as follows:

FHA = ASIS/ASIR (14)

where ASI [38] was the acceleration spectrum intensity calculated as the integral of the
acceleration spectrum between the T1 and T2 period:

ASI =
∫ T2

T1
Sa(T, 5%)dt (15)

while Sa(T, 5%) was the spectral acceleration function of the period T, assuming a 5%
damping value, as commonly used. The values of T1 and T2 were estimated from [39,40].

For the mean spectrum, three interval classes of the vibration periods in seconds,
(0.1–0.5), (0.4–0.8), and (0.7–1.1), were used (Tables 7 and 8).

Table 7. Mean spectrum amplification FHA (before excavation).

T1 (s) T2 (s) ASI (g·s) ASI0 (g·s) FHA

0.10 0.50 0.3106 0.2290 1.36

0.40 0.80 0.2999 0.1601 1.87

0.70 1.10 0.2296 0.1027 2.24

Table 8. Mean spectrum amplification factor FHA (after excavation).

T1 (s) T2 (s) ASI (g·s) ASI0 (g·s) FHA

0.10 0.50 0.3349 0.2290 1.46

0.40 0.80 0.2964 0.1601 1.85

0.70 1.10 0.2353 0.1027 2.29

3.2. Probabilistic Approach

In the analyses with a probabilistic approach, the Vs wave velocity, and consequently,
the shear modulus values, were assumed to be variable for each FEM element according to
Table 4 (variability range). The Italian Technical Standards for Construction [39] relating
to the analysis of surface seismic amplifications require the consideration of at least seven
project accelerograms specific to the site under consideration. For each one of the seven
identified accelerograms, 25 distinct realizations were performed, and for each analysis, an
independent pseudo-random distribution model was generated. Therefore, 175 analyses
(25 × 7) were performed for each of the two geometric models (before and after excavation,
Figure 9). In Table 9, the period and frequency corresponding to the maximum acceleration
spectrum are shown.
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Table 9. Average spectral acceleration.

Stage Sa Period Frequency

Before excavation 0.974 g 0.28 s 3.571 Hz

After excavation 1.096 g 0.24 s 4.167 Hz

Tables 10 and 11 list FHA, coming from 175 probabilistic realizations, considering the
topographic surface before and after the excavation, respectively.

Table 10. Mean spectrum amplification factor FHA (before excavation).

T1 (s) T2 (s) ASIS ASIR FHA

0.10 0.50 0.3370 0.2290 1.47

0.40 0.80 0.3110 0.1601 1.94

0.70 1.10 0.2600 0.1027 2.53

Table 11. Mean spectrum amplification factor FHA (after excavation).

T1 (s) T2 (s) ASIS ASIR FHA

0.10 0.50 0.3440 0.2290 1.50

0.40 0.80 0.3110 0.1601 1.94

0.70 1.10 0.2740 0.1027 2.67

Subsequently, the Fourier spectrum was calculated (Figure 9). The Fourier spectrum
is defined as the square root of the sum of the squares of the real and imaginary parts of
F(ω) (ω is the pulsation). This curve is very important because it indicates the frequency to
which most of the energy carried by the waves is associated. With reference to the unique
selected control point on the ground surface, it is important to report that the topographic
shape did not have any sensible influence on the frequency of the max around 0.891 Hz.

The Monte Carlo method provides a set of numerical results that belong to a certain
statistic; the more simulations are carried out, the better the statistics are determined.
Therefore, in order to verify the acceptability of the approach and to identify a sufficient
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number of simulations to be carried out, we selected, as a parameter, the variation of the
standard deviation of the ensemble emerging from the application of the method versus the
number of repeated simulations. Then, we introduced the “Percentage of Variation” of the
standard deviation resulting from n simulations, σn, compared to the standard deviation
resulting from n − 1 simulations, σn−1:

Percentage o f variation =
σn − σn−1

σn−1
(16)

In Figure 10, the trend of the standard deviation and its Percentage of Variation, related
to amplitude, are reported.

The number of realizations calculated (25 for each earthquake) is sufficient to produce
good results. After ten realizations, there are already no significant changes in amplitude
and frequency in the spectral output.
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3.3. Refined Results Based on Ambient Noise Measurements

The Gaussian distribution produces a variation of the physical parameter around its
average value according to a predefined deviation. The variability is the most complex
aspect to determine because it is a function of material conditions. To understand which
of the 175 realizations are the ones that best identify the actual site conditions, the Fourier
spectrum frequencies were compared with the first fundamental frequency of the site.
The seismic investigations carried out allowed us to characterize the site by defining a
predominant frequency of Fo = 0.888 Hz ± 0.198 Hz. The value was calculated with the
HVSR technique (Horizontal-to-Vertical Spectral Ratio).

Subsequently, each individual frequency spectrum was compared with this natural
frequency. It is evident that some numerical results do not seem to be congruent with the
actual site conditions. To simplify the comparison, a dispersion plot of the pair “Frequency-
Peak Amplitude” values of all calculated Fourier spectra were constructed. To exclude
non-congruent data, a band-pass filter (BPF) was applied with a central frequency equal
to the site frequency of 0.888 Hz and a deviation equal to ±0.198 Hz. Figure 11 shows the
pairs of inappropriate and appropriate values and the range considered as a reference for
the current study. Figure 12 shows, for the current topographic profile, the final average
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spectrum calculate with a probabilistic approach and with a band-pass filter (BPF) with
respect to the natural frequency of the site.
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The maximum amplitude values and the reference period (or frequency) of the average
acceleration spectrum, both with and without a filter, are reproduced in Table 12.

Table 12. Maximum spectral acceleration (current situation).

Average Spectrum SA Period Frequency

Results of all realization 1.086 g 0.26 s 3.85 Hz

Results + Band-Pass filter 1.135 g 0.26 s 3.85 Hz

For the average spectrum related to the results coming from the band-pass filter, three
interval classes of the vibration periods, in seconds (0.1–0.5), (0.4–0.8), and (0.7–1.1), were
used (Table 13).

Table 13. Amplification factor FHA for average spectrum results.

T1 (s) T2 (s) ASI (g·s) ASI0 (g·s) FHA

0.10 0.50 0.3300 0.2080 1.60

0.40 0.80 0.2920 0.1420 2.05

0.70 1.10 0.2790 0.0990 2.83

The colored maps, shown in Figure 13, display the average values of the max acceler-
ation resulting from some successive realizations labeled by their progressive execution
position (the first, the third, etc.). However, in order to compare each realization with the
others, the same input motion was considered. The maps are related to the geometry of the
system after excavation.
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4. Discussion and Conclusions

In this paper, the dynamic characterization of the seismic response analysis was
based on the shear wave profile. The uncertainties in the definition of the shear wave
velocity can generate seismic responses with results that may not be representative of the
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surface amplifications. Thus, in order to estimate a reasonable seismic response, despite
the uncertainties, the Monte Carlo approach was selected. The outcomes of this kind of
method were pseudo-random distributions of numerical values according to variability
intervals. Sequences of pseudo-random distributions with two geometric configurations
were calculated. For each realization of the system under consideration, seven natural
waveforms were considered, and for each of them, 25 distinct simulations were performed.
The spectrum response was calculated as the average of all 175 resulting spectra. The
analysis was carried out according to the equivalent linear model. The calculations were
performed with two distinct approaches: deterministic, for which a unique initial Vs wave
velocity was considered for each layer, and probabilistic, for which the Vs wave velocity
was calculated as a pseudo-random variable for each element. In the last case, the pseudo-
random distribution model was re-calculated at each simulation. Subsequently, only for the
probabilistic approach with the actual geometrical profile, the results were compared with
the seismic site surveys to select only the realizations compatible with the real conditions.
This kind of selection was performed through a band-pass filter (BPF) focused on the
fundamental frequency of the site. Comparing the results of the two geometries with the
deterministic approach, it is evident that the impact of the topographic modification was
important. In fact, from Table 6, it can be observed that the inclusion of the excavation in
the numerical simulations caused an increase in the maximum spectral acceleration, raising
it from 0.978 g to 1.051, 7% higher, as also displayed in Figure 14, while the period, 0.36 s,
was not affected. This aspect is more marked in the higher frequencies.
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The topographic impact is more evident in the models analyzed with a probabilistic
approach. The outcomes of the model, resulting from the inclusion of pseudo-random
distribution parameters (shear wave) and the selection of the seven reference accelero-
grams), show, as can be observed from Table 9 and also from Figure 15, an increase in the
maximum spectral acceleration from 0.974 g before excavation to 1.096 after excavation,
or 12.5% higher. Unlike the deterministic case, with the probabilistic approach, the period
related to the max value of the acceleration spectrum also changes, decreasing from 0.28 s
to 0.24s, 14.4% lower (Table 9). Accordingly, the numerical simulations carried out with
the probabilistic approach show a period decrease compared to the values obtained with
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the deterministic approach of 22.2% and 33.3% pre-excavation and post-excavation, respec-
tively. In order to highlight further important differences emerging from the choice of the
methodological approach, Figure 16 displays the comparison between the numerical out-
comes resulting from the simulations based on probabilistic and deterministic approaches,
both related to the geometry after excavation and the application of the band-pass filter
(BPF) centered on the fundamental frequency of the site.
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The models based on pseudo-random distributions generated responses with greater
values of the amplification factors.

Of course, these differences are also a function of the amount of available data, the
laboratory tests, and mainly the quality of the site investigations. Furthermore, in this
work, only the Vs (and therefore only the variability of the shear modulus) was considered
as a reference parameter, but the surface seismic response could also be a function of the
variability influence of other reference parameters or a combination of the same. Using
numerical analyses with a pseudo-random approach certainly allows the reduction in the
impact due to uncertainties on the determination of seismic parameters and, accordingly,
on the estimation of as realistic as possible surface seismic amplification. Moreover, it is
believed that not all pseudo-random combinations are representative of the site (especially
if a variability on several parameters is used). The comparison with the field survey
data (direct and/or indirect tests) is, however, fundamental for the validation of the
numerical results.
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