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Abstract: In the healthcare field, the decision-making process is part of the broad spectrum of
“clinical reasoning”, which is recognised as the whole process by which a physician decides about
patients’ treatments and cares. Several clinicians’ intrinsic variables lead to this decisional path.
Little is known about the inference of these variables in triggering biases in decisions about the
post-discharge period in the surgical field. Accordingly, this research aims to understand if and
how cognitive biases can affect orthopaedists in decision-making regarding the follow-up after
knee and hip arthroplasty. To achieve this goal, an interview-based explorative case study was
run. Three key-decisional orthopaedic surgeons were interviewed through a quality control tool
aimed at monitoring the causes and effects of cognitive distortions. Coherently with the literature,
eight biases come to light. All the interviewees agree on the presence of four common biases in
orthopaedic surgery (Affect heuristic, Anchoring, Halo effect, Saliency). The other biases (Groupthink,
Availability, Overconfidence, Confirmation), instead, depending on specific physicians’ intrinsic
variables; namely: (i) working experience; (ii) working context. This finding contributes to the
debate about the application of cognitive tools as leverage for improving the quality of clinical
decision-making process and, indirectly, enhancing better healthcare outcomes.

Keywords: clinical decision-making process; clinical reasoning; cognitive biases; orthopaedics;
follow-up decision; healthcare decision

1. Introduction

Decision-making is a complex and progressively unpredictable process that relies on precise
information availability (Simon 1947; Sousa et al. 2019).

In healthcare, the decision-making process called the “clinical decision process” (Higgs et al. 2019)
is a part of a more complex process named “clinical reasoning”. According to Norman (2005), the topic
of clinical reasoning has been studied for more than 30 years and three fields of research have
characterised it. They are related to (i) Understanding the process of clinical reasoning; (ii) Knowledge
and memory related to clinical reasoning; and (iii) Mental representation of clinical reasoning.

Up to now, there is no unique definition of clinical reasoning, there are several definitions that
differ a lot from each other (Durning et al. 2013). For clearness, in healthcare literature often clinical
reasoning and clinical decision-making have been used as synonyms to define “the process by which a
healthcare practitioner decide what to think and do with a patient” (Christensen et al. 2017, p. 176),
but Durning et al. (2013, p. 446) provides a precise definition of clinical reasoning as “the mental process
and behaviours that are shared (or evolve) between the patient, physician, and the environment”.
In this manuscript, according to Higgs et al. (2019), we refer to clinical reasoning as the whole process of a
physician’s thinking during her/his practice, where clinical decision-making is a step of it, provided in order
to emphasize the outputs or decisions. Towards the analysis of every decision-making process, it should
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be noted that this is a human process and it is not exempt from human characteristics such as several
biases, that is, deviations from human rationality, due to human nature (Kahneman 2011). Most of
the literature on clinical reasoning (both articles and reviews) leads to bias-triggered diagnostic errors
(Cooper and Frain 2016) concerning emergency medicine (Croskerry 2003; Rubio-Navarro et al. 2020;
Antonacci et al. 2020); just a few studies, however, regard biases in the clinical and therapeutic decision
process (day by day decisions). This first literature gap would deserve to be further investigated;
especially, some scholars have stated that clinical outcomes may be improved through recognising,
understanding, and modifying those decisions affected by biases. (Antonacci et al. 2020).

Moreover, some authors outside the healthcare field (Baron 1998; Haley and Stumpf 1989; Rashid
and Boussabiane 2019) have studied the connection between decision-makers’ personal variables
and the decisional output. In line with this literature, Wu et al. (2017) stated that the personal
features of managers together with characteristics of their working environment could influence the
decision-making process and operating choice. According to the author, the main decision-maker
influencers are: (i) the manager’s international experience; (ii) the specific task/role; (iii) the number of
team members with which the manager works; (iv) the working atmosphere and pressure. In other
words, Wu et al. (2017) recognise that working experience/role and working context play a crucial role
in influencing business decisions. Nevertheless, within the healthcare management field, a literature
gap was also noted about the specific analyses of the linkage between intrinsic human variables of
clinicians and the decisional biases connected to the clinical reasoning. Actually, this second aspect
still remains understudied.

This is in accordance with what Ashoorion et al. (2012) have stated. By analysing the correlation
between physicians’ personal variables and clinical reasoning on medical students, authors have
claimed the need for future studies to confirm their results in other fields. With regards to the working
context, only a study by Elvén et al. (2019) has defined those variables as able to effectively influence
clinical reasoning. Nevertheless, their sample study has referred only to the physical therapist students
and not to physicians; thus, also this aspect would deserve to be further investigated.

Accordingly, this article would like to contribute to filling the two above-mentioned gaps arisen
from the literature, with a specific reference to the decision-making process in the surgical field.
To achieve this goal, the inquiry intends to analyse both features of decisions in the orthopaedic context
and physicians’ personal variables which would trigger cognitive biases and, in turn, mistakes in
clinical choices.

Starting from this precondition, this study wants to understand which kind of errors are made
by orthopaedic surgeons during their clinical decision process related to the follow-up of hip and
knee arthroplasty. As a secondary endpoint, consequent to the main one, this study intends to
verify the effective contribution of cognitive tools in recognising biases in the orthopaedic field,
whose investigation would improve the quality of clinical decision-making path.

For the sake of clarity, the orthopaedic surgical field is chosen due to its standardised process
and its considerable impact on healthcare systems’ expenses. Mainly, the choice of the hip and
knee arthroplasty (the most common joint reconstructions) is exactly due to the high frequency
and demand that characterise the two surgery procedures (Ministero della Salute 2016). In fact,
as reported by Bcc Research (2020) estimates, the world market relating to joint reconstructions
should reach a value of 26.81 billion dollars by 2025, with a number of interventions equal to 5198.38
million. These two procedures, for example, represent the largest expense of implant costs in the USA.
(Robinson et al. 2012).

Actually, the goal of a healthcare institution is creating higher value for patients at lower costs
(Porter 2009); thus, the availability of information about the effectiveness and efficiency of the treatments
at every stage of the patient value-chain (from hospital admission to follow-up) becomes fundamental.
In order to address this challenge, managers of healthcare organisations need solutions that would allow
them to improve decision-making and business processes together with communication among doctors,
patients, and administration, as well as effective access to different data (Olszak and Batko 2012).
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For this study aim, however, it is fundamental to specify the concept of follow-up to which we
refer: “a check on someone who has been examined before in order to assess the process of a disease
or the results of treatment” as defined by Dictionary of medical terms (Collin 2009). The moment of
the follow-up decision was choosing to analyse a different aspect of clinical decision-making. Most
studies tended to focus on clinical decision making within the hospital and in an emergency situation
(Flynn et al. 2012; Lo and Katz 2005; Hess et al. 2015); on the contrary, we want to analyse the process
related to the long term management of the patients and clinical decision-making process that condition
the continuum of care (Jette et al. 2003) in hip and knee arthroplasty.

To sum up, the aim of the study, in relation to the decision-making process of orthopaedic surgeons
about the follow-up of hip and knee arthroplasty, is twofold:

• To analyse possible decisional biases by the use of a cognitive tool;
• To understand if some decision-maker features influence cognitive biases.

To achieve these goals, the work follows three main stages. First of all, an analysis of the theoretical
background on decision-making and its criticalities and connections with the healthcare and surgical
fields was carried out. Second, it was run an interview-based qualitative case study on the field of
orthopaedic surgery; the interviewees are well-informed physicians representing a good cross-section
of the Italian orthopaedic landscape.

Lastly, besides verifying those consolidated biases in healthcare decision-making, the analysis
of qualitative findings demonstrates a connection between some specific biases and two features of
decision-makers: working experience and working context. This last issue, particularly, represents
an aspect of healthcare decision-making still understudied; this would pose the study as a novelty in
the field.

The paper proceeds with the following outline: after this introduction, the second section focuses
on the main theoretical background. The third section reports the methodology of the study, while the
fourth one presents the research findings. Section five discusses the results obtained and provides
some considerations about the endpoints of this study. The last section includes the final remarks.

2. Theoretical Background

The clinical decision process is a complex dynamic and under pressure process including a choice
between options as categories and diagnosis (Hausmann et al. 2016; Higgs et al. 2019); its complexity
is due to the involvement of more people and the gap between information availability and those
necessary. Hence, clinicians, often have to face uncertainty and make decisions without definitive
information, taking into account the so-called “imperfect information” (Higgs et al. 2019, p. 504) that
is available at the early stage of the clinical encounter (Cooper and Frain 2016). At this stage of the
decision process, physicians can be satisfied only in deciding what kind of information has to be
collected and which aspects of the situation have to be pointed out (Higgs et al. 2019). Thus, they are
able to provide only a potential diagnosis.

In this context, the use of big data surely improves clinical output (Atoum and Al-Jarallah 2019);
in particular, data availability (Sun and Scanlon 2019) would represent an information source which
is able to sustain the decision-making process, by making it more aware (and bias-free) as based on
concrete findings drawn from similar clinical situations (Yan et al. 2017).

Within the clinical reasoning sphere, however, it is crucial to refer to a personal understanding of
the patient’s condition by the physician and to his/her ability to make a decision. Within this path,
indeed, the physician has to evaluate several elements concerning the patient history (e.g., findings from
clinical examination, test results) and, above all, they have to make a decision under time pressure that
can considerably condition the whole process (Cooper and Frain 2016; Goldsby et al. 2020). According
to Del Mar et al. (2006) “doctors have to be good at interpreting, at prioritising, at making compromises, at
seeing what matters” (p. vi), with the aim to managing complications and health crisis in a timely way; in
a complex environment, in fact, it could often happen that “what seems right in theory would be damaging
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in the flesh” Del Mar et al. (2006, p. vi). In particular, from Zavala et al. (2018) we learned that clinical
decision-making can be influenced by factors which increase complexity and uncertainty depending
on the specific case; thus, factors which complicate the healthcare context can be summarised as the
following: unpredictable workflows, non-replicable conditions, pressures, organisational systems,
workload, teamwork, human interactions, and patient complexity.

Moreover, it should also be noted that within the clinical decision process the state and the
action spaces of physician (decision-maker) are strictly influenced by the patient. There is a sort of
interdependence between the two actors that can lead the entire process and its results (Lippa et al. 2017).
In particular, more is the clinician’s self-efficacy in her/his patient management abilities more is the
patient reliance on that clinician’s approach (Sizer et al. 2016).

In addition, the clinical decision process could be influenced by several factors like external
context (Robinson et al. 2020), environment, the complexity of the task (Higgs et al. 2019) and by the
capabilities, confidence, and emotions of the practitioner (Smith et al. 2007). Actually, it is impossible
to analyse the clinical decision process without considering the context or situation in which it occurs,
as reported by several authors (Cooper and Frain 2016; McBee et al. 2015; Fargen and Friedman 2014)
context characteristics or interactions between physician, patient, and environment are fundamental to
understanding the whole process of clinical reasoning and can modify it in several ways, sometimes
bringing errors.

Hughes and Nimmo (Cooper and Frain 2016) in particular have identified five types of errors that
can occur in the diagnostic process and are related to:

1. Missing information
2. Lack of supervision
3. Physicians’ knowledge
4. Misunderstanding of a diagnostic test
5. Cognitive errors

According to Simon, there are several restrictions on human cognition related to the social
environment in which decisions occur; in the author’s opinion, an individual has a “bounded
rationality” and thus people make “satisficing rather than optimal decisions” (Cristofaro 2017b, p. 172).

Moreover, according to Kahneman (2011), there are two modes or systems of thinking:

• System one, or the intuitive system, is characterised by quick thinking, unawareness, and little effort;
• as a contrast, system two, or reflective system is characterised by slow thinking, awareness,

deductive reasoning, and more concentration.

By using system one, people incur cognitive shortcuts that can affect the decision-making
process (Cristofaro 2017a). Biases are very common in every human situation, so in clinical
practice too; knowledge and experience cannot avoid the possibility to make these errors: they
are “subconscious deviations in judgement leading to perceptual distortion, inaccurate judgement and
illogical interpretation”, in Cooper’s opinion (Cooper and Frain 2016, p. 26); these errors can be related
to both systems of thinking.

To help decision-makers to avoid these biases and improve the decision-making process,
Kahneman et al. (2011) identified the checklist: a tool to improve the quality of decisions finding
defects in the process. This tool provides a set of 12 questions aimed at identifying errors in thinking
(biases). To use this tool, a third person is required, independent from the analysed group; indeed,
people cannot recognise their own errors as a third person (Kahneman et al. 2011).

Specifically, in the healthcare field, (Antonacci et al. 2020) identifies a twofold direction between
(i) biases in emergency care; (ii) biases in clinical and therapy medicine.

Emergency physicians are required to make decisions under an extremely high level of uncertainty,
and they have to consider plenty of factors (Croskerry 2003). Indeed, during their decision-making
process in an emergency room or similar situation, physicians have to consider not only the physical
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patient condition (choosing which treatment to exclude, which one has to be initiated and when)
but also patients’ preferences, resources availability, cost and time (in particular time and resources
are limited in this context) (Hausmann et al. 2016). Another aspect that is important to underline
is that in the emergency decision-making process, clinicians have to choose how to allocate their
time and effort and which patient to prioritise. This factor along with limited knowledge of the
patient’s personal history by the physician makes the emergency room a “natural laboratory of error”
(Croskerry 2003; Antonacci et al. 2020; Hausmann et al. 2016). According to Croskerry (2003, p. 776),
moreover, “nowhere in medicine is rationality more bounded by relatively poor access to information
and with limited time to process it”. Accordingly, emergency medicine is an area full of heuristics
(Abatecola 2014): a method of solving problems by finding practical ways of dealing with them,
learning from past experience (Oxford Dictionary 2012).

Regarding the clinical decision process related to therapy and clinical medicine, there are several
studies that can explain which kind of factors may lead this process in different fields; listed below
there are some sample factors that can modify the decision-making process in some medicine fields:

• In internal medicine, there are contextual factors, interactions, and how information is collected
and acquired (McBee et al. 2015).

• In physical therapy: situational circumstances, the perspective of the client, reasoning strategies,
knowledge, and experience (Elvén et al. 2019; Wainwright et al. 2011).

• In dentistry: age of physician, number of dependents, perception of practice loans, and place of
initial training. (Ghoneim et al. 2020).

Furthermore, medicine literature has identified and described more than one hundred cognitive
biases (Cohen and Burgin 2016), listed below there are some of the major biases of other medicine fields:

• Anaesthesiology: Anchoring, Availability bias, Premature closure, Feedback bias, Confirmation
bias, Framing effect, Commission bias, Overconfidence bias, Omission bias, Sunk costs, Visceral
bias, Zebra retreat, Unpacking principle, Psych-out error (Stiegler et al. 2012).

• Neurology: Framing Effects, Anchoring, Availability, Representativeness, Blind Obedience
(Vickrey et al. 2010).

• Medical imaging: Availability Bias, Alliterative Bias, Anchoring Bias, Framing Bias, Attribution
Bias, Blind Spot Bias, Regret Bias, Satisfaction of Search, Scout Neglect Bias, Hindsight Bias
(Itri and Patel 2018).

• Dermatology: Anchoring, Availability bias, Representativeness restraint (Dunbar et al. 2013).
• General surgery: Anchoring, Availability Bias, Commission Bias, Overconfidence Bias, Omission

Bias, and Sunk Costs (Vogel and Vogel 2019).

Moreover, some scholars recognised the ownership of a Hospital Institution as able to
directly/indirectly influence the clinical decision process in surgery. The main difference between
public and private hospitals in the surgical field regards the type of healthcare intervention provided
to users/patients; public-access hospitals carry out more traumatic and emergency interventions
on acute patients; private hospitals, instead, tend to provide mostly elective and planned surgery
(Ierano et al. 2019).

As a consequence, another significant difference between public and private hospitals is about
physician autonomy in decision-making. Accordingly, Ierano et al. (2019) stated that “autonomy was
perceived to be greater in the private hospital setting than in the public hospital setting”. In their study,
the interviewed nursing staff noted that private surgeons had the capability to “dictate their own
practice” irrespective of the guidelines or the hospital policy, as the private physicians were “doing
their own thing and renting the space”.

Concerning the field of this study, orthopaedic surgery, it is important to underline that it focuses
on both the emergency and clinical/therapy medicine fields; therefore, the orthopaedic surgery field
can be led both by “emergency bias” (mostly heuristics) and by the “clinical biases”, depending on
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which kind of healthcare services we focus on. Particularly, Sizer et al. (2016) proposed a model to
drive the clinical decision process in the orthopaedic field: the “evidence-supported practice wheel”
that poses the clinician’s expertise and the patient at the centre of the problem, it makes the physician
more flexible to adapt to the patient’s needs and context, still relying on scientific literature. According
to the author, some technical factors influence decision-making in orthopaedic surgery; Sizer defines
the biomedical information on the patient that has to be taken by the physician in order to provide an
aware decision-making process.

In addition, as stated by Grove et al. (2015), orthopaedic surgery is characterised by high
professionalisation based on long-training and proven practical experience. In this field, according to
the author, an elite group of surgeons (usually grouped per different countries and regions on the base
of specialist surgery) is recognised as the reference key-opinion leaders able to influence (ordinary)
surgeons in decision-makings through their researches and case study reports developed in their
working experience. In our opinion, these circumstances could affect the orthopaedist’s decision-making
with cognitive biases (as identified by Kahneman), which might display the guidelines from the
key-opinion leaders as always valid, without any further in-depth consideration of the patient case.

Moreover, some scholars belonging to the industrial field state that the working context and job
experience are also able to influence the decision-making sphere (Hendrick 1999; Kobus et al. 2001).
Accordingly, the expectation of this manuscript, for the healthcare field, is to understand how patient
information together with physicians’ variables would impact personal thinking as a base of the
decision-making process.

3. Materials and Methods

Qualitative research (Patton 2002) was a better fit for the types of study that we conduct and
for the state of prior research and theory we refer to (Edmondson and Mcmanus 2007). Accordingly,
qualitative descriptions allow the researchers to stand by the data and provide factual summaries
of participants’ experiences and perceptions (Neergaard et al. 2009). Given the above, to analyse
different scenarios of the orthopaedic surgery world, three semi-structured “face to face” (El Said 2017)
interviews with three different orthopaedic surgeons from different working contexts in Italy were
conducted. In particular:

• the head of a public “trauma-centre” hospital and university professor/director of a “Postgraduate
School in Orthopaedics”, with more than 20 years of experience; (SD)

• the head of several orthopaedic surgery teams, working in private hospitals, with more than 15
years of experience (SP);

• the Coordinator of the orthopaedic emergency team in a public “trauma-centre” hospital, with
less than five years of experience (SH).

The respondents work in Italy, in different regions.
Even if only three, in the authors’ opinion, these interviewees represent a quite good depiction

of the orthopaedic landscape in Italy (Torre et al. 2017); the Italian healthcare, according to Spano
and Aroni (2018) is based on public-access hospitals/health authorities (which mostly provide free
of charge services as responses to emergencies and scheduled surgeries) and private organisations
(which exclusively sell scheduled services).

Accordingly, considering respondents belonging to different ownerships (public and private)
of healthcare organisations with different roles and experience means estimating the main variables
concerning the physician job: working experience and working context. Particularly, the respondents’
sample (even if small) considers:

• a high-experienced physician, working in a public context (SD);
• a high-experienced physician, working in a private context (SP);
• a law-experienced physician, working in a public context (SH).
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Please, note that all the three interviewees have the responsibility of their working team, and
they are the main coordinators of the decision-making during their specific work-shifts and surgical
activities. Accordingly, they could be considered as key-expert-informants (Yin 2004, 2017) for the
aim of this study, given also its explorative-goal (Scapens 1990) based on critical case study sampling
(Patton 2002) design. This explains why it would not make sense to interview a law-experienced
physician, working in a private context, whose contribution to the decision-making process would be
surely considered as secondary.

Hence, in order to contextualise and define the topic, a definition of follow-up was required by all
respondents. Thus, to achieve this study goal, Kahneman’s checklist (as the quality control tool aimed
at monitoring causes and effects of cognitive distortions) was submitted to the three respondents; on
the basis of their expertise, interviewees were asked to highlight and explain those biases recognised
on their current decision-making, with specific reference on hospital discharges (Jette et al. 2003).

Kahneman’s checklist aims, in fact, to find those biases related to the possibility that decisions can
be distorted by cognitive mistakes/biases.

Thus, according to Cristofaro (2017a), the checklist was adjusted to make it suitable for
the healthcare context and in particular it was focused on the intellectual process regarding the
decision-making about patient’s follow-up (Jette et al. 2003) after knee or hip arthroplasty.

Table 1 reports the adjusted checklist submitted to interviewees, modified to be suitable for this
study’s aims. The last column of Table 1 contains the link between each checklist question and the
related control question(s), separately listed at the end of the table.

Table 1. Adjusted checklist and biases which it refers to.

Factors That Can Lead
to Distortion Bias/Code Adjusted Checklist Questions C.Q. *

Own interest of
decision-maker Self-interest

1. In your choice of the patient’s follow-up path, do you think
there is any reason to think that the personal motivations of the
clinical operator (orthopaedic doctor) influenced the prescription

(number and frequency of checks)?

A
F

Preference of
decision-maker about

one alternative
Affect heuristic

2. Is it possible that the choice of a specific follow-up path has
been made on the basis of consolidated practice, rather than on
the specific analysis from the context in reference to the specific

contingencies of the patient?

A

Team communication or
absence of

communication among
team members

Groupthink

3. Are decisions regarding follow-up made at the operating
team/ward level or at the individual doctor’s (orthopaedic

patient’s) level?
3a. If conflicting opinions emerge, are they sufficiently

examined? How are any “conflicts” resolved?

A
C
D

Past success Saliency
4. In your opinion, how much is the choice of a specific follow-up

path influenced by the experience of the clinical operator
regarding similar past situations?

A

No full evaluation of
other alternatives Confirmation 5. When choosing a follow-up path, are different credible and

reliable alternatives considered? A

Information availability Availability
6. What clinical information is used to make decisions about the
patient follow-up process? If you could have other information

(non-clinical) which would you need?

A
B

Information base Anchoring 7. Which source provides you with the data referred to in the
previous question? A

Connection between
alternatives or situation

and decision-maker
Halo effect

8. When choosing a follow-up path, is it possible that the
decision was made (or influenced) on the basis of similar

decisions made by other departments or other clinical contexts?
A

History or past events Sunk-cost fallacy 9. When choosing a follow-up path, how does the patient’s
medical history influence your decision? A
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Table 1. Cont.

Factors That Can Lead
to Distortion Bias/Code Adjusted Checklist Questions C.Q. *

Excessively optimistic Overconfidence
optimistic

10. When choosing a follow-up path, do you usually consider
extremely positive implication scenarios regarding the patient’s

specific contingencies?

A
E

Excessively pessimistic Disaster neglect 11. When choosing a follow-up path, do you always consider a
realistic scenario regarding the patient’s specific contingencies?

A
E

Excessively conservative Loss aversion
12. When choosing a follow-up path, do you usually consider

extremely negative implication scenarios regarding the patient’s
specific contingencies?

A
E

n * Control questions (C.Q.)

A What do you mean by the follow-up process?

B What else?

C What does it happen if something happened during the surgery and a doctor thinks he wants to see
that patient again? Is this kind of decision made by the group?

D Do you decide only on your own, without discussing with your team?

E What do you mean by a positive or negative scenario?

F What other kinds of interest can bring you to define different timespans for follow-ups?

Source: Authors’ elaboration inspired by Kahneman et al. (2011), Cristofaro (2017a), Stylianou (2008). The * it is
referred to the text in the twelfth line. For this reason, the text in that line begins with *.

As stated by Stylianou (2008), a control question is defined as a probe question “that controls
an independent variable in the participant’s thinking for verification and exploration purposes”
(p. 242). Particularly, control questions should be used in situations in which “the substantive theme
contains multidimensional concepts or complex causal structures” (Stylianou 2008, p. 242) that need to
be disentangled.

As in our case study, control questions allow the interviewer to monitor that the questions
protocols were respected and that all the inquiry issues have been understood by interviewees in
coherence with the study goals.

Thus, as included in the previous Table 1, the control questions were provided for the following
reasons, concerning the understandability of the qualitative results detected:

a. C.Q. A was to verify if the interviewees agree on the concept of follow-up.
b. C.Q. B was to understand which “non-clinical” information is considered as “necessary” in

decision-making development.
c. C.Q. C was to examine in depth how decisions are undertaken within a group of orthopaedists

and if the group tends to review some decisions taken by a member.
d. C.Q. D was to understand what it would mean for an orthopaedic surgeon to always take

decisions without any discussions/debates with the team.
e. C.Q. E was to analyse what would be considered a positive or a negative scenario in the

orthopaedic context for the follow-up choices.
f. C.Q. F was to understand which kind of self-interests should be involved in decision-making

about orthopaedic patient follow-up

Precisely, orthopaedics participated in video-conference semi-structured interviews conducted
by the principal investigator between April and June 2020. Each interview lasted between 60
and 80 min and was digitally recorded. The analytic process was guided by the principles
of conventional content analysis (Hsieh and Shannon 2005), the interviews after the recording
were transcribed verbatim, identifying information was removed, and data were stored in a
password-protected computer. Verbatim transcription was investigated through the thematic analysis
approach (Braun and Clarke 2006), following the methodological fit drawn from (Edmondson and
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Mcmanus 2007). The results of the ongoing analysis were reviewed by the authors together with
interviewees directly during the regular meetings; disagreements were resolved by discussion
and consensus.

Proceeding further, Figure 1 shows the phases carried out in the methodology. Specifically, it
includes the chronological order of all steps followed and the inclusion/exclusion criteria considered
for interviewees choice.Adm. Sci. 2020, 10, x FOR PEER REVIEW 9 of 20 
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already mentioned in the method section.

Looking at the biases, no evidence was found about the possibility that self-interest, sunk cost,
disaster neglect, and loss aversion can lead the decision-making process of orthopaedics regarding
patient follow-up. All three interviewees attested the presence of four biases in the decision-making
process: Affect Heuristic (i.e., SH: “we do what literature tell us, avoiding customised follow-up”);
Saliency, (i.e., SP: “a similar success in the past influences decisions above all”), Anchoring and Halo
Effect (i.e., SD: “we make decisions based on the score that we apply; for sure decisions are influenced
by decisions made by other departments or other clinical contexts”).

Regarding the other biases analysed, their presence or absence depends on the interviewee
characteristics. Groupthink and Availability came out from the SH and SD interviews but not from the
one of SP. On the contrary, the Overconfidence affects the decision process of SP and SD but not the
one of SH. Moreover, Confirmation bias emerged only from SH.

The results are summarised in the following table (Table 2).
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Table 2. Results derived from the application of Kahnemen’s checklist.

Questions Bias/Code Content Example Respondent(s) Bias Presence

In your choice of the patient’s
follow-up path, do you think there is
any reason to think that the personal
motivations of the clinical operator
(orthopaedic doctor) influenced the
prescription (number and frequency

of checks)?

Self-interest

“Most likely yes” SD NO

“Systematically not, however,
there is a percentage of variability

linked to the patient”
SP NO

“No, because the prosthetic
follow-up is completely

standardised”
SH NO

Is it possible that the choice of a
specific follow-up path has been made
on the basis of consolidated practice,
rather than on the specific analysis
from the context in reference to the

specific contingencies of the patient?

Affect heuristic

“Probably yes” SD YES

“Yes, it is possible” SP YES

“Customisable follow-ups are
rare. We do what the scientific

literature reported”
SH YES

Are decisions regarding follow-up
made at the operating team/ward
level or at the individual doctor’s

(orthopaedic patient’s) level?

Groupthink

“Decisions are made by the
operating team” SD YES

“In my working reality,
the individual doctor decides

because often the surgeons make
follow-up in their private clinics”

SP NO

“Decisions are made due to
standardisation of wards” SH YES

a. If conflicting opinions emerge, are
they sufficiently examined? How are

any “conflicts” resolved?

“Conflicts are resolved by the
team leader and/or the oldest one” SD /

Not available SP /

“Yes. Conflicts are resolved by
ward director” SH /

In your opinion, how much the choice
of a specific follow-up path is

influenced by the experience of the
clinical operator regarding similar

past situations?

Saliency

“A little, because it is probably
connected also with what you

want to evaluate and with what
literature reported”

SD YES

“Above all. The choice is
influenced almost exclusively by

similar past situations”
SP YES

“It influences because, in
addition to scientific bases,

orthopaedic surgery also relies
heavily on personal experience”

SH YES

When choosing a follow-up path, are
different credible and reliable

alternatives considered?

Confirmation

“Yes, they are” SD NO

“Not much. Alternatives exist
but we don’t consider them

enough”
SP NO

“There are not many alternatives
to standard follow-up” SH YES

What clinical information is used to
make decisions about the patient

follow-up process? If you could have
other information (non-clinical) which

would you need?

Availability

“The ones reported by the
literature” SD YES

“Patient’s pain, functional skills,
lifestyle habits, and job” SP NO

“Mainly comorbidities and type
of surgery are used to make a

decision about follow-up.If I could
have other information, I would

like to know the patient’s lifestyle
habits and where he/she lives”

SH YES

Which source provides you with the
data referred to in the previous

question?

Anchoring

“Yes. Scientific literature gives
us many things” SH YES

“The several international scores
that you want to apply” SD YES

“Medical examination and
patient itself” SP YES
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Table 2. Cont.

Questions Bias/Code Content Example Respondent(s) Bias Presence

When choosing a follow-up path, is it
possible that the decision was made

(or influenced) on the basis of similar
decisions made by other departments

or other clinical contexts?

Halo effect

“Certainly yes” SD YES

“Yes. Opinion leaders and their
modus operandi matter a lot” SP YES

“A deeply patient’s anamnesis” SH YES

When choosing a follow-up path, how
does the patient’s medical history

influence your decision?
Sunk-cost fallacy

“As far as the case of the clinical
sphere is concerned, probably the
embedding parameters make the

difference”

SD NO

“It could make follow-up more
frequent” SP NO

“It conditions a lot, for example
in an epileptic or Parkinsonian
patient it is known that a more

frequent follow-up is necessary”

SH NO

When choosing a follow-up path, do
you usually consider extremely
positive implication scenarios
regarding the patient’s specific

contingencies?

Overconfidence
optimistic

“I determine the extent of the
follow-up both for what I have
read in literature and because I
think that is the right period to

detect the progress of that
situation”

SD YES

“I define the period according to
the time for a patient to slowly

start to have a normal life,
without aids, without particular

foreclosures”

SP YES

“When choosing a follow-up path,
I usually consider always positive

scenarios”
SH NO

When choosing a follow-up path,
always consider a realistic scenario

regarding the patient’s specific
contingencies?

Disaster neglect

“Actually, the period is defined
because at that point I should

have data that tells me if that path
is a positive or negative path.”

SD NO

“That period has logic behind it.
It is the healing time of the tissues

from the intervention. I can
imagine them repaired in a month
and for this, I set that date for the

medical examination”

SP NO

“The choice is always ideal as it
should be” SH NO

When choosing a follow-up path, do
you usually consider extremely
negative implication scenarios
regarding the patient’s specific

contingencies?

Loss aversion

“Actually, the period is defined
because at that point I should

have data that tells me if that path
is a positive or negative path.”

SD NO

“The guideline is the same logic
that I said before” SP NO

“When choosing a follow-up path,
I usually consider always positive
scenarios because complications

are infrequent in this kind of
surgery”

SH NO

Source: Authors’ elaboration inspired by Cristofaro (2017a).

5. Discussion

Thanks to face-to-face interviews, based on the Kahneman et al. (2011) checklist adjusted for
orthopaedics, we derived some qualitative issues highlighting potential weaknesses of the cognitive
path which steers orthopaedists in decisions. In particular, we preliminary understood that the
follow-up choice (C.Q. A) can be considered as the only stage of the orthopaedic surgical process
where physicians could potentially take decisions depending solely on the patient’s real needs and
conditions, without interferences from guidelines.
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Nevertheless, the analysis of all the interviews discloses a high impact of consolidated practice also
on clinical decision-making about follow-up. This might be due to two reasons: firstly, orthopaedics
is a traditional specialisation, based on “standardisation of process” for this kind of healthcare
pathway (Healy et al. 1998; Scranton 1999). The other reason is due to a “cultural issue” related
to the physician’s training, which makes practitioners feel more confident in doing what they have
always done (as reported by SP during his interview); such behaviour can bring decision-makers to
minimise risks of their practice and exacerbate its benefits (Kahneman et al. 2011) conducting to the
Affect Heuristic.

Moreover, all respondents agree that a variable that certainly influences the decision-making is the
coherence with decisions undertaken by other similar departments. According to Grove et al. (2015),
orthopaedic surgeon decision-making is strongly influenced by the key-opinion leaders’ guidelines
and suggestions. This often brings the surgeon to take a decision in his/her operating context as an
emulation of someone else’s choice or endpoints; this kind of bias, however, could jeopardise the
correct clinical decision.

This result is related to the scientific nature of medical science (which is based on scientific
literature) as emerging:

• from the evidence-based medicine (based on best practice) (Timmermans and Angell 2001),
• from the impact of an “opinion leader” in healthcare disciplines (Locock et al. 2001).

In particular, evidence-based medicine (EBM) involves the use of the current best practices to
make decisions regarding the patient’s care (Sackett et al. 1996); in this way, decisions are steered
together with the kind of data that a physician collects (Twells 2015). This approach, strongly related to
the Anchoring bias, might speed up the doctors’ decision-making with certain data and information
(based on scholars’ endpoints) without looking for (potentially useful) others.

Otherwise, the impact of other departments’ evidence or key-opinion leader insights is a very
meaningful aspect of understanding the decision process of surgeons; this concerns the Halo Effect.
Accordingly, as reported by Cook et al. (2009), discussion with colleagues is more influential in clinical
practice than empirical support; in this regard, SD is convinced that decisions are surely influenced
also by the other departments’ experience; and, as reported by SP, “for me, it is easier changing the
surgical practice, if an opinion leader in the sector suggests me to change it”. Moreover, according
to all respondents’ opinions, surgeons are more willing to change their practice on the basis of the
experience of practitioners deemed most competent in the field.

Regarding the influence of past results (Saliency), according to Stewart and Stewart and Chambless
(2007), all interviewed clinicians recognise that the past experience is more important in clinical treatment
decisions than empirical research knowledge.

Nonetheless, there are some biases that are absent for some interviewees’ opinions; to analyse
more in detail these errors, it is important to notice that the respondents have some characteristics in
common. In particular:

• SD and SP are more expert surgeons, they have more than fifteen years of experience, while SH
has less than five years of experience;

• SD and SP are both directors of their department/surgery team;
• SD and SH share the same status of public employees, they both work in a public hospital;
• SP works in a private organisation, where he supervises only the operating theatre teams (whose

he is the head) for elective surgeries.

Therefore, the errors of Groupthink and Availability (recognised by SD and SH) are probably
most concerning to the context of the public ownership of the hospital. Indeed, as reported by SP,
the simultaneous absence of Groupthink and Availability in his practice “is related to the characteristic
of my working place: I have my private patients whose information is owned mostly by me. In the
private hospital, we are several physicians with our own patients; I just made decisions for mine”.
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This result is in line with Smith et al. (2007) and Eisenberg (1979) that the identified external factors,
features of clinicians, clinician’s interaction (Robinson et al. 2017) with his/her profession, and the health
care system as the factors that can modify the decision process. The context in which decisions are made
can be very significant, but it has not been rigorously explored in prior studies (Durning et al. 2011).

Concerning the Overconfidence (the errors that SD and SP have in common), it may be caused by
the lengthy experience of the surgeon. On the contrary, the lack of experience can be the explanation
for the Confirmation bias as an error came out only from SH’s interview. He is, indeed, the one with
less than five years of experience.

Summarising, according to Kahneman’s checklist, the analysis of the interviews showed the
possibility that 8 biases out of 12 affect the decision-making process of the orthopaedic surgeons
regarding the follow-up of patients undergoing hip and knee arthroplasty. Below, Table 3 reports
the errors that emerged, their explanation, and medical scientific literature regarding them. The last
column of Table 3 also reports which of the interviewees recognised the specific errors.

Table 3. literature on medical field our study’s finding confirmed by literature.

Biases Description * Medical Literature Errors Recognized By

Affect heuristic
The decision-maker tends to minimise the risks

and costs and/or exaggerate the benefits of
something he/she likes

(Makhinson 2012) SD, SP, SH

Anchoring

The decision-maker makes the decision taking
into consideration some initial reference data

without adjusting its estimates according to the
new information gained

(Nagaraj et al. 2018;
Augestad et al. 2016) SD, SP, SH

Halo effect The decision-maker sees a story as more
emotionally consistent than it really is

(Austin and
Halvorson 2019;

Vuong et al. 2017;
Utter et al. 2006)

SD, SP, SH

Saliency The decision-maker tends to approve a proposal
that is similar to a successful one in the past

(Makhinson 2012;
Vickrey et al. 2010) ** SD, SP, SH

Groupthink
The inclination of groups to converge on a

decision because it reduces the conflict and can
gain large support

(Kaba et al. 2016;
Mailoo 2015) SD, SH

Availability
The decision-maker makes the decision with the
available data without making an effort to find

other useful information that is uncovered

(Mamede et al. 2020;
Waddington and

Morley 2000)
SD, SH

Overconfidence The decision-maker with positive track records is
prone to excessive optimism in forecasts

(Cohen and Burgin
2016; Vickrey et al.

2010)
SD, SP

Confirmation
The decision-maker tends to elaborate only one

alternative for which he/she tries to find
confirming data

(Balsamo et al. 2018;
Elston 2020) SH

Source: Authors’ elaboration inspired by Cristofaro (2017a); * All descriptions are taken from Cristofaro (2017a);
** Authors refer to Saliency as “Representativeness”.

6. Conclusions and Implications

This paper addresses the theme of the clinical reasoning process in healthcare. Precisely, the work
aims at understanding if and how the decision-making process of orthopaedic surgeons can be affected
by cognitive biases. Particularly, within the decision process sphere, the choice regarding the patient’s
follow-up after knee and hip arthroplasty has been analysed. To achieve the goal of this study,
Kahneman’s checklist was employed in order to recognise which kind of errors can mostly lead
surgeons’ decision-making process; accordingly, we conducted three semi-structured interviews with
key-decisional orthopaedic surgeons working in different organisations. The results show several
biases that can affect the clinical decision process regarding follow-up after knee and hip arthroplasty.
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In particular, some are in common for all the interviews (Affect heuristic, Anchoring, Halo effect,
Saliency); the others (Groupthink, Availability, Overconfidence, Confirmation) are related to the
following two personal variables of surgeon: (i) working experience; (ii) working context.

Concerning the biases which differ among interviewees, the following Figure 2 summarises the
main contribution of the work.
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Reading the figure as a matrix, it highlights the connection between working experience and
working context with specific biases of the decision-making process in the orthopaedic field, in
coherence with the main literature listed in Table 3.

Figure 2 shows that the less experienced a surgeon is, the more likely is he/she to look for
Confirmation (Smith et al. 2010); this might be because he or she is very tied to theory and tends to
look for what he knows. Ierano et al. (2019) confirmed that less experienced surgeons/junior health
professionals always look for confirmation through guidelines. On the contrary, Overconfidence
incurs due to high experience. Besides the working context, high experience leads the surgeons to
think mostly on positive scenarios (Kahneman et al. 2011) regarding their work/task as they are more
confident in their skills.

Groupthink and Availability, however, are both mostly related to the public context
characteristics; the first one is typical of hospital ward teamwork, that is out of the SP’s working sphere.
The second one, instead, may be related to the data present as support to the decision-making path,
whose availability (per timing, quality, and quantity) are mandatory only in public hospitals, according
to public performance measurement roles (Bouckaert and Halligan 2007; Pinnarelli et al. 2015).

Hence, based on the level of experience (low/high) of surgeons and the ownership of the healthcare
institution (public/private) in which they work, the matrix points out the most probable biases in the
orthopaedic field according to the specific features of decision-makers. This could be very useful for the
management of the healthcare institution in terms of prompt reaction to the expected cognitive errors.

Furthermore, for sure our results confirm that a qualitative cognitive tool, as the Kahneman et al.
(2011) checklists, could potentially help physicians avoid these errors, but it needs to be integrated in
daily practice, also as a more usable electronic version (Raymond et al. 2017; Otokiti 2019). For sure
this manuscript presents some limitations; most of them are those related to the use of the qualitative
method which implies the interpretive role of researchers and limited extension of data. The first
limitation of this qualitative inquiry regards the lack of distinction between “heuristics” and “traps”,
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which both fall under the bias umbrella term. Although heuristics could generally have also a positive
impact on decisions (thus, in particular circumstances, they should not be reduced), however, this is
not proved in the medical field according to Ryan et al. (2018). In addition, only three physicians
are interviewed. Nevertheless, as explained in the methodology section, the differences in terms of
working experience and context of our interviewees would reduce such a limitation by giving a good
representation of the Italian orthopaedic environment. Moreover, given that this research is moving
its first steps and it is at an original level of investigation in a still understudied field, according to
literature Cristofaro (2017a) and Jette et al. (2003), three interviewees can be considered enough if
they represent the apical position for the decision-making context of their organisational environment.
For sure to overcome these limitations, a higher number of interviews should be made in future
research. Further studies could focus on theoretical exploration (e.g., systematic literature reviews,
bibliometric literature reviews, etc.) of clinical decision-making in the surgical field, which would
arise the difference between specialisation sub-fields. Moreover, given the fact that the magnitude
of heuristic effects on complex clinical decisions is still unexplored, this specific aspect would also
deserve to be investigated in future streams of research. In addition, the study leaves some areas
of investigation uncovered; particularly surprising is the lack of connection with the Kahneman’s
bias of Self Interest. No direct evidence of this arose from the interviews; only insights regarding the
decisions about the frequency of follow-ups came out. According to all respondents, the schedule
of follow-up is established in line with literature, practice, and in some rare cases according to the
patient’s peculiarity (this would confirm all other results). Nevertheless, as highlighted by the control
question E, a potential reason that could modify the follow-up frequency and schedule would be the
specific interest of physicians in collecting information (both clinical and epidemiologic) according to
healthcare management and scientific production based on big-data (Roski et al. 2014; Yan et al. 2017).
Also, these aspects deserve to be further investigated.

In conclusion, this study has highlighted the linkage between the clinical decision-making process
and management tools to improve decisions, by fostering debate in these fields. For practitioners, this
study shows the experience of quality decision-making process tool (To et al. 2018) employment that
brings out some cognitive shortcuts that can lead the clinical decision process. From an academic point
of view, this article represents a preliminary contribution to the influence of cognitive biases in limiting
the rational thinking of decision-makers in the specificity of the orthopaedic field.

With this regard, the study can surely contribute to the debate by both scholars and practitioners
about the application of tools in improving the quality of the clinical decision process. According
to Antonacci et al. (2020), indeed, the improvement of decision-making is one of the main leverages
for enhancing better healthcare outcomes, which, in turn, can be translated into better performance
(Skaržauskiene 2010; Safi and Burrell 2007; Oyewobi et al. 2016) for the healthcare organisation.
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