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Abstract: When designing a hand caliber with a high-temperature, high-pressure internal fluid
transport pipe, reliability, safe use, and performance must be considered. Reliability refers to the
stress caused by thermo-mechanical load; safe use refers to the low-temperature burns that might
occur upon contact, and high-temperature burns caused by gas leakage occurring in the cylinder
gap; and performance refers to projectile velocity. In this study, numerical simulation methods for
heat transfer, structure analysis, and gas leakage are proposed so that solutions can be designed
to account for the above three criteria. Furthermore, a hand-caliber design guide is presented.
For heat transfer and structural analysis, mesh size, the transient convective heat transfer coefficient,
and boundary conditions are described. Regarding gas leakage, methods reflecting projectile motion
and determination of the molecular weight of the propellant are described. As a result, a designed
hand caliber will have a high reliability, because the thermo-mechanical stress is lower than the yield
stress. There will be little risk of low-temperature burns, but there will be a high temperature-burn
risk, owing to gas leakage in the cylinder gap. The larger the cylinder-gap size, the greater the
gas leakage and the smaller projectile velocity. The presented numerical simulation method can be
applied to evaluate various aspects of other structures that require high-temperature, high-pressure
fluid-transport pipes.

Keywords: hand caliber; high-pressure; high-temperature fluid; gas leak; safe use; transient convective
heat transfer coefficient; thermal stress; mechanical stress

1. Introduction

When designing any product, reliability and performance should be at the forefront. However,
even with the best designs, unexpected problems can occur during use. For example, in the case of
a laptop or a smart device, reliability and performance are guaranteed. However, low-temperature
burns occur frequently during their use. Thus, it is necessary to design products that emphasize
and prioritize safe use. For this reason, this study addresses the design of a hand-caliber that uses a
high-temperature, high-pressure internal fluid transport pipe (i.e., barrel), in consideration of reliability,
safe use, and performance. In terms of reliability, the strength of the hand caliber is checked to prevent
damage from high-temperature, high-pressure internal gas. In terms of safe use, low-temperature burns
caused by contact and high-temperature burns caused by high-temperature gas leakage in the cylinder
gap is considered. In terms of performance, the projectile velocity is considered. Considering all these
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aspects, the experimental approach for designing a hand-caliber becomes quite time consuming and
expensive, as compared to the mathematical approach or the numerical method. Moreover, numerical
methods are mainly used as tools for predicting the temperature distribution, stress, and other fluid
mechanisms. When approaching a hand-caliber design that accounts for reliability, safe use, and
performance by numerical methods, heat-transfer, structural, and gas-leak analyses are required.
The related studies are as follows:

(1) Heat transfer is primarily caused by the force convection from high-temperature combustion
gases generated inside the barrel during firing. As barrel wear is an important consideration in design
and is very closely related to the inner surface temperature, many studies on barrel-heat transfer were
conducted [1]. Most researchers are interested in determining total heat transfer and barrel-temperature
distribution. Barrel-heat transfer is obtained using thermo-chemical approaches, lumped-parameter
methods, and inverse-heat conduction modeling. Barrel-temperature distributions were predicted
by numerical simulation and were experimentally verified [2–6]. (2) The stress analysis of the hand
caliber was caused by thermo-mechanical loading at high-temperatures and pressures inside the barrel.
Many researchers analyzed stress, as it is related to hand caliber failure. Energy-based methods are used
to obtain a simple analytical solution for the plastic stress of a thick-walled steel cylinder and to analyze
that of the barrel affected by dynamic pressure [7]. Using a numerical simulation of the dynamic loading
process of the barrel, researchers examined the radial effects of gas pressures [8]. The transient heat flux
inside the barrel was obtained by using the conjugate gradient method; thus, temperature distributions
and thermal stresses were predicted [9]. Using the heat-transfer and structure-coupled finite element
analysis method, the strength of the barrel under thermo-mechanical loads was evaluated, and a study
was performed on the thermo-mechanical stress response through projectile friction, contact pressure
between projectile and barrel, and grain size and initial temperature of double-base propellants [10–12].
(3) Gas-leakage analysis requires computational fluid dynamics (CFD) simulation. The main CFD
simulation studies of muzzle flow deal with the unsteady muzzle-blast phenomenon that affects the
firing accuracy [13,14].

The transient convective heat-transfer coefficient of the barrel is required for heat transfer
and structure analysis of the hand caliber. However, few studies were conducted in this regard.
Although thermal stress and mechanical stress caused by thermo-mechanical loading were approached
independently, there were none that compared thermal and mechanical stresses. Additionally, it was
necessary to predict the surface temperature of the hand caliber to evaluate low-temperature burns.
Most studies focused only on the inside-surface temperature of the barrel rather than the surface
temperature of the hand caliber. Finally, there were no studies of gas leakage in the cylinder gap
regarding the causation of high-temperature burns.

This study proposes a numerical simulation method to design a hand caliber for reliability,
safe use, and performance. Heat-transfer and structural analyses were performed to predict thermal
distribution and thermo-mechanical stresses. Here, we describe the process for determining the mesh
size using the thermal penetration depth. We further calculate the transient convective heat-transfer
coefficient and apply a boundary condition that changes over time. To predict the amount of gas
leakage in the cylinder gap and to examine the effect of its size on gas leakage and projectile velocity,
we reflect the movement of the projectile using a dynamic mesh, and determine the molecular weight
of the propellant after combustion, using the molecular weight of the propellant prior to combustion.
Ultimately, the temperature distribution and thermo-mechanical stress of the hand caliber were
predicted, and the thermal and mechanical stresses were compared. The amount of gas leakage in the
cylinder gap was predicted, determining the effect of the cylinder-gap size on the gas-leakage amount
and the projectile velocity.
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2. Methodology and Implementation

2.1. Problem Description

Figure 1 shows the geometric configuration of the problem. As the propellant explodes,
the projectile is fired, and the barrel heats up due to the forced convection of the hot combustion gas
and is thus subjected to a dynamic pressure. A small amount of hot combustion gas is released into
the cylinder gap. The reason the projectile is fired is that the chemical energy of the solid propellant
is converted into kinetic energy. This occurs when the solid propellant combusts, causing hot gases
to evolve from the burning surface of each train of propellant. The chamber pressure rises rapidly
until the pressure is sufficient to accelerate the projectile. The projectile then travels down the barrel
until it exits the hand caliber. The goal is to apply a propellant with the highest possible efficiency.
For example, we seek to determine the least amount of propellant to get the fastest projectile velocity,
while minimizing the weight of the hand caliber. Internal ballistics is applied to efficiently design
the hand caliber. Specifically, by applying the chemical and physical parameters of the propellant,
hand-caliber breech geometry, projectile mass, and barrel parameters, one can adjust the many design
parameters to improve performance.

Figure 2 shows the variations of the dynamic pressure inside the barrel, the temperature, and the
velocity of the combustion gas. The distance traveled by the projectile is shown, based on empirical
interior ballistics results obtained using the Frankford Arsenal approach [15]. The structural deformation
and gas leakage of the cylinder gap caused by the firing of a bullet are analyzed via simulation.
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2.2. Theoretical Approach

2.2.1. Heat Transfer and Structure Analysis

Figure 3 shows a schematic of the heat transfer in a hand caliber, showing the inner and outer
radii, Ri and Ro, respectively. The radius of the interface between the two metal layers is RL. In the heat
transfer, the governing equation, Equation (1), is the heat diffusion equation—Fourier’s conduction
equation. This is combined with the energy equation [16]. Here, the subscript i of temperature Ti and
the thermal diffusivity, αi, for time t refers to the region of barrel (i = 1) and the region of the barrel
housing (i = 2).
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The friction heating between the projectile driving band and the barrel is neglected [17]. The effect
of gravity on the convective heat transfer is also neglected because the heat transfer in the barrel is
caused by forced convection, in which the flow is generated by external forces rather than gravity.
As the heat transferred to the internal barrel surface via radiation is very low, it is ignored. As expressed
in Equation (2), the initial uniform temperature (t = 0) is T0. Regarding time t > 0, the boundary
conditions are given by Equations (3)–(6).

∂Ti

∂t
= αi∇·(∇Ti), i = 1, 2. (1)

Ti(r, 0) = T0, i = 1, 2 Ri ≤ r ≤ Ro for t = 0 (2)

− k1
∂T1(Ri, t)
∂r

= hg
(
Tg − T1(Ri, t)

)
= qin(t) at r = Ri (3)

k1
∂T1(Rb, t)
∂r

= k2
∂T2(Rb, t)
∂r

at r = Rb (4)

T1(Rb, t) − T2(Rb, t) = −Rk1
∂T1(Rb, t)
∂r

at r = Rb (5)

− k2
∂T2(Ro, t)
∂r

= h∞(T2(Ro, t) − T∞) + eσ
(
T2(Ro, t)4

− T∞4
)
= qout(t) at r = Ro (6)

Note that q(t) is the heat flux, k is the thermal conductivity, and R is the interlayer thermal contact
resistance. hg, Tg, h∞, and T∞ are the convective heat transfer coefficient between the internal surface
of the barrel and the hot propellant gases, the film temperature, the convective heat transfer coefficient
between the external barrel housing surface and the surrounding atmosphere, and the temperature of
outer surrounding atmosphere, respectively. e and σ are the emissivity of the barrel housing and the
Stefan–Boltzmann constant, respectively.

The convective heat-transfer coefficient for a fully developed turbulent pipe flow can be calculated
using the Nusselt number (Nu) as a function of the Reynolds (Re) and Prandtl numbers (Pr), using the



Appl. Sci. 2020, 10, 5890 5 of 14

Dittus-Boelter equation [18]. Notably, the hydrodynamic entrance region should be considered because
the flow is not fully developed in the breech. Therefore, the convective heat transfer coefficient applied
to the internal barrel surface should be calculated by incorporating the entrance factor, Ke, in the
Dittus-Boelter equation, using Equations (7)–(9) [19].

hg = f(Nu) =
kf ×Nu

D
(7)

Nu = 0.023×Re0.8Pr
0.3
×Ke (8)

Re =
D×V avg

γ
(9)

where kf, D, Ke, V avg, and γ are the fluid thermal conductivity, the hydraulic diameter, average
propellant velocity, and the kinematic viscosity, respectively. Ke is a function of the axial position
considering that the flow is not fully developed in the breech. Its value is approximately 1.75 at the
breech, and it decays to 1 at a distance of the hand caliber, where the flow is thought to be fully
developed. For a conservative approach, Ke is assumed to be 1.75, to obtain the convective heat
transfer coefficient.

Applying a thermal structural-coupled analysis, the thermal strain εT can be described by Equation
(10) when the temperature-field distribution via heat transfer is known. αT and Tref are the coefficient
of thermal expansion and the reference temperature at time t = 0, respectively. For an isotropic linear
elastic material, the stress–strain relations, including thermal effects, are shown by Equation (11) [20].
Thermal stresses generated by the thermal expansion of the material, the temperature differential,
and the structural constraints can be obtained from this relationship. Additionally, mechanical stresses
generated by external forces, such as the dynamic pressure, can be obtained using εT = 0.

εT = αT∆T = αT(T− Tref) (10)

εii =
1
E

[
σii − ν

(
σjj + σkk

)]
+ εT, εjj . . . , εkk . . . ;γij =

τij

G
, γjk . . . , γik, . . . (i, j, k ∈ x, y, z) (11)

Note that γ is the shearing strain; and E, ν, and G are the modulus of elasticity, Poisson’s ratio,
and shear modulus, respectively.

2.2.2. Gas Leakage

The velocity, pressure, and temperature of the fluid in the chamber and the barrel can be determined
from the following governing equations, which reflect the conservations of mass, momentum,
and energy when a projectile moves with time. The set of equations that governs a compressible
fluid flow include the continuity equation and the unsteady Navier–Stokes equation. These are solved
using the Ansys Fluent CFD software in their conservation forms [21,22]. The conservation of mass is
represented by the continuity equation and can be written as

∂ρ
∂t

+∇·
(
ρ
→
v
)
= Sm, (12)

where ρ is the density, t is time,
→
v is the velocity vector, and Sm is a source term that represents the

mass added to the continuous phase from the dispersed second phase (e.g., due to vaporization of
liquid droplets) and any user-defined sources. In other words, the source term refers to the external
mass addition that occurs inside the system, not the boundary. The source term is assumed to be
zero because there is no external mass added to inside the hand caliber, and gas leakage occurs at
the boundary.
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The conservation of momentum is represented by the Navier–Stokes equation and can be
expressed as

∂
(
ρ
→
v
)

∂t
+∇·

(
ρ
→
v
→
v
)
= −∇P +∇·

(→
→
τ

)
+ ρ

→
g +

⇀
f , (13)

where P is the pressure,
→
g is the gravitation vector, and

⇀
f is the external body force. Here, the viscous

stress tensor,
→
→
τ , is described as

→
→
τ = µ

[(
∇
→
v +∇

→
v

T)
−

2
3
∇·
→
vI

]
, (14)

where ρ
→
g and I are the gravitational body force and unit tensor, respectively. As the fluid flow inside

the hand caliber is mainly determined by the chamber pressure, these forces are neglected. ρ
→
g and

⇀
f

are assumed to be zero.
The total energy, ET, of the flow is described using the energy equation:

∂(ρET)

∂t
+∇·

(
(ρET + P)

→
v
)
= ∇·((k + kt)∇T) +φ, (15)

ET = h−
P
ρ
+

V2

2
, (16)

where h is enthalpy, which is related to the specific internal energy; kt is the turbulent thermal
conductivity, which depends on the turbulence model being used; k is the thermal conductivity; T is
the temperature; and V is the velocity. Furthermore, φ is the dissipation function that represents the
work done against viscous forces, which is irreversibly converted into internal energy. Here,

φ =

(→
→
τ ·∇

)
→
v. (17)

2.3. Numerical Method

2.3.1. Simulation of Heat Transfer, Thermal Stress, and Mechanical Stress

As thermal stress is based on thermal distribution, a heat transfer analysis must be preceded.
The heat transfer in a barrel caused by hot combustion gases is important in the radial direction.
The thermal penetration depth, `, is calculated using an approximate analytical thermal-layer
method [23], based on which, the mesh size in the radial direction is determined. When the barrel
material is steel, and heat transfer occurs for 0.5 ms, the thermal penetration depth obtained using
Equation (18) was 0.23 mm. Because the number of meshes is three within the thermal penetration
depth, the minimum mesh size in the radial direction is 0.07 mm. Figure 4 shows the numerical
simulation model.

` =
√

12αt. (18)

The initial condition is T0 = 298 K in Equation (2). The computation of the forced-convection
boundary condition at the interior surface of the barrel must be carried out. For a turbulent flow,
the heat-transfer coefficient, hg, is calculated using Equation (7), based on empirical interior ballistics
code data (Figure 2). Table 1 lists the parameter values required for the calculation. Tg is also applied
using empirical interior ballistics code data. Since the boundary conditions vary with time and position,
the calculated hg and Tg values are applied to each region, R1~R9, as shown in Figure 5.

As heat is transferred, even after the bullet is fired, the hg and Tg values were assumed to decrease
linearly with the natural convection heat transfer coefficient of 5 W/mK and a room temperature of
293 K, respectively, when applied to each region from 0.5 ms to 1 s. Here, perfect thermal contact is
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assumed, meaning no temperature drop occurs at the interface. Finally, the thermal stress is derived
from the heat distribution obtained from the heat transfer analysis.

The mechanical stress is caused by the dynamic pressure developed inside the barrel. As the
pressure applied to the inside of the barrel varies with time, it is divided into four regions with respect
to the distance traveled by the projectile from the barrel entrance. As listed in Table 2, for the pressure
applied to each region, the maximum value of the empirical interior ballistics code data corresponding
to each region is applied. The barrel and its housing are considered to be made of structural steel and
aluminum alloy, respectively. Table 3 lists the properties used in the structural analysis.Appl. Sci. 2019, 9, x FOR PEER REVIEW 7 of 14 
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Table 2. Dynamic pressure applied inside the barrel.

Distance Traveled by Projectile from Barrel Entrance [mm] Time [ms] Pressure [MPa]

6 0.25 137
18 0.3 100
41 0.48 63
76 0.5 40

Table 3. Properties for barrel and barrel housing.

Parts E
[GPa] ν

αT
[/K]

ρ

[kg/m3]
Specific Heat, c

[J/kg·K]
k

[W/m·K]

Barrel 210 0.3 1.2 × 10−5 7850 434 60.5
Barrel housing 71 0.3 2.3 × 10−5 2770 875 170

2.3.2. Gas-Leak Simulation

As the cylinder, barrel, and projectile are rotating bodies, they are simplified via the application
of axial symmetry. A simulation was performed using 2D axisymmetric grids. Figure 6 shows the
mesh model used for the simulation. The number of elements was 63.000, and tri, and quad meshes
were used.

The initial conditions were determined on the basis of the empirical interior ballistics code data
(i.e., the chamber pressure, projectile velocity, fluid temperature inside the chamber, and projectile travel
time). The chamber pressure was at its maximum at t = 0.174 ms, after propellant ignition. At this time,
as the propellant traveled 5.8 mm, the projectile did not pass the cylinder gap. Hence, the maximum
pressure point in the chamber was set to the initial condition. At t = 0.174 ms, the chamber pressure
was 190 MPa, fluid temperature inside the chamber was 3.200 K, and projectile velocity was 120 m/s.
Owing to the short distance between the breech and the projectile base, we assumed that the projectile
velocity and fluid velocity inside the chamber were largely the same. Therefore, the fluid velocity
inside the chamber was set to 120 m/s in the muzzle direction. Figure 7 shows the initial and boundary
conditions. Drag and mechanical friction were neglected when the projectile, weighing 7.46 g, moved
in the barrel under the influence of pressure.
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The density-based solver was selected for this simulation, because the density-based approach
was suitable for high-speed compressible flows [24]. As the Reynolds number (Re) was greater than
2.300, turbulence effects also needed to be considered. The two most typical turbulence models used in
CFD simulations were the k− εmodel and the k−ωmodel. These models differed in terms of their
convergence times and the number of iterations [25]. The k − ε model was more suitable for fully
turbulent flows. Thus, the realizable k− εmodel was selected as the turbulence model and applied
with an enhanced wall treatment provided by the Fluent software.

The dynamic-mesh method in Fluent could be used to model flows in which the domain shape
varied with time, as a result of the motion on the domain boundaries [26]. The motion of the projectile
was thus computed using a user-defined function (UDF), based on Fluent’s six degrees-of-freedom
(DOF) UDF and dynamic mesh motion. This UDF computed the total force acting on the projectile
base and its nose. Then, Newton’s second law (Equation (19)) was used to compute the acceleration of
the projectile [27]. The new velocity of the projectile was calculated using a finite difference.

→

F = m
→
a , (19)

where
→

F is the total force (viscous plus pressure), m is the body mass, and
→
a is the acceleration of

the projectile. The dynamic-mesh method was applied for smoothing and layering. The split factor
and collapse factor were both set to 0.4. This implied that a new layer of cells was created when the
preceding layer stretched beyond 1.4 times the ideal height and that a layer was removed when the last
layer shrunk to less than 0.6 times the ideal height. Table 4 lists the conditions that define the behavior
of the projectile and surrounding fluid.

Table 4. Dynamic mesh zone setting.

Type Dynamic Mesh Zone Six DOF Options

Rigid body
Projectile On

Moving Fluid Region On

Stationary body Breech, Outlet_a -

The fluid in the chamber behind the projectile was the propellant, and the fluid in front of
the projectile was air. However, in the simulation, the propellant properties were applied as the
properties of all fluid regions. This was mainly because it reflected the movements determined by the
propellant properties.

When the propellant burned, its molecular weight (Mw) changed. The molecular weight
information of the burned propellant was required for the gas leakage analysis. Therefore, the molecular
weight of the burned propellant was estimated using a CFD simulation. The molecular weights of the
fluid region were set to 26.33, 33.38, and 39.5 g/mol (Table 5), to determine the appropriate molecular
weight that could minimize the difference between the simulation data and the empirical interior
ballistics code data.

Table 5. Molecular weight of the fluid region.

Name Mw [g/mol] Description

Fluid_1 26.33 Before combustion, propellant Mw
Fluid_2 33.38 After combustion, Mw of the major components of the propellant
Fluid_3 39.5 1.5 times Mw of Fluid_1

Table 6 lists the empirical interior ballistics code data and the CFD simulation results. The empirical
interior ballistics code data were used to estimate the events when the propellant was ignited, and the
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projectile accelerated along the barrel. Therefore, Fluid_3 was considered suitable for simulating the
gas-leakage phenomenon, because it yielded minimum errors.

Table 6. Comparison of internal ballistics code data with computational fluid dynamics (CFD)
simulation results.

Name Velocity at the Muzzle [m/s] Travel Time [ms]

Ballistic Data 347 0.31
Fluid_1 335 0.318
Fluid_2 341 0.316
Fluid_3 345 0.314

Thus, the fluid properties of the propellant were employed, as detailed in Table 7. For a compressible
flow, the density of the fluid was given by the ideal gas equation (i.e., Equation (20)).

ρ =
P(

Ru
Mw

)
× T

, (20)

where P is the pressure, Ru is the universal gas constant, Mw is the molecular weight, and T is
the temperature.

Table 7. Fluid properties of the propellant.

ρ
Mw

[g/mol]
cp

[J/gK]
k

[W/mK]
Molecular Viscosity

[kg/m·s]

Equation (18) 39.5 1870 0.0242 1.7894 × 10−5

As expressed in Equation (20), the density of the gas in the chamber was proportional to the
molecular weight. Thus, the density increased with the molecular weight, and finally, the pressure
inside the chamber increased. The pressure applied to the projectile base increased with the molecular
weight. As expressed in Equation (19), the acceleration of the projectile increased with the pressure
applied to the projectile base, such that the velocity of the projectile at the muzzle increased, and the
travel time decreased. Thus, it was important to determine the appropriate molecular weight of the
fluid in the CFD simulation, as it affects the chamber pressure, velocity, and travel time.

3. Results and Discussion

3.1. Simulation of Heat Transfer, Thermal Stress, and Mechanical Stress

With regards to a single shot, the barrel experienced heating and cooling for approximately 1 s.
The results of the heat-transfer analysis (Figure 8a) showed that the temperature of the barrel and the
barrel housing was 37 ◦C or less. This was a very low temperature compared with a high-temperature
gas of 2.800 ◦C (3.000 K). The reason was that the heating time for the barrel was very short—0.5 ms.
Thus, there was no danger of low-temperature burns, because the surface temperature of the barrel
housing was below 37 ◦C. A low-temperature burn was caused by continuous exposure at the 40 ◦C
level, which was more dangerous than expected, because people did not immediately feel symptoms
or pain. In the case of products that had continuous body contact (such as hand calibers), designers
must consider the surface temperature for this reason.

As the thermal stress increased when the barrel and the barrel housing were constrained to
each other, and the temperature difference was greater, the maximum temperatures of the barrel and
the barrel housing were examined over time. When t = 0.3 s, the temperature difference was the
highest at 9 ◦C. At t = 0.3 and 1 s, the thermal stress in the barrel was maximum—17 and 21 MPa,
respectively. Figure 8b shows the maximum mechanical stress generated by the dynamic pressure.
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Similar to the previous case, the stress was maximized when the projectile traveled 6 mm, and its value
was 770 MPa. As the dynamic pressure decreased as the projectile advanced, the mechanical stress
gradually decreased.

The maximum value of thermo-mechanical stress—the sum of the thermal and mechanical
stress—was approximately 791 MPa. As the yield stress of the barrel was about 1 GPa, there was little
risk of failure. When comparing the thermal and mechanical stresses, the thermal stress was only 3%
of the thermo-mechanical stress and 2% of the mechanical stress. It could be seen that the effect of the
thermal stress on the strength of the hand caliber was small during a single shot.Appl. Sci. 2019, 9, x FOR PEER REVIEW 11 of 14 
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3.2. Gas-Leak Simulation

To examine the influence of the cylinder-gap size on gas leakage, cylinder-gap sizes of 0.1, 0.15,
and 0.3 mm were set. For an ideal compressible flow, the mass-flow rate [28] was defined as

.
m = ρVA = P

√
γ(

Ru
Mw

)
T

MA, (21)

M =
V
c
=

V√
γ
(

Ru
Mw

)
T

, (22)

where
.

m, A, M, c, and γ denote the mass flow rate, cross-sectional vector area, Mach number, speed
of sound, and specific heat ratio, respectively.

Figure 9 shows that the cylinder-gap size did not have a significant effect on the pressure,
temperature, or velocity of the fluid in the cylinder gap. However, as shown in Figure 10,

.
m and

the gas-leakage ratio from Equation (23) in the gap, increased linearly with the cylinder gap size.
This shows that, as the cylinder gap size increased, the P, V, and T values of the fluid in the cylinder
gap did not vary. Thus,

.
m and the gas-leakage ratio were influenced only by the cross-sectional vector

area-related gap size.

Gas leakage ratio =
Total mass

Initial mass (4.7 e− 4 kg)
(23)

The velocity and time at which the projectile reached the muzzle were examined. We found that,
as the cylinder-gap size increased, the velocity of the projectile at the muzzle and the time at which it
arrived at the muzzle decreased, as listed in Table 8. This was because the increased cylinder-gap size
corresponded to a decreased pressure on the projectile base.
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Table 8. Velocity of the projectile and the time at which it reached the muzzle for different cylinder-
gap sizes.

Cylinder Gap Size [mm] Velocity [m/s] Time [ms]

0.1 348 0.312
0.15 345 0.314
0.3 337 0.318

4. Conclusions

(1) When designing a product, it is important to consider safe use as well as the reliability and
performance aspects. For example, design should be carried out in consideration of the case where it is
difficult for the user to recognize the danger, such as with low-temperature burns.

(2) For a hand caliber that had a high-temperature, high-pressure internal fluid transport pipe,
the temperature distribution, thermal stress, mechanical stress, and gas leakage amounts in the cylinder
gap were predicted in this study, using the numerical simulation method of heat-transfer, structural,
and gas-leakage analyses. Through this, it was shown to be possible to design a hand caliber that
adequately considered reliability, safe use, and performance.

(3) Using the numerical simulation results of this study, the design guide for the hand caliber
that fired once, was provided. First, thermal stress was approximately 3% of the thermo-mechanical
stress. If low-temperature burn was less likely, a design that considered reliability to be focused on
dynamic pressure rather than heat transfer was recommended. Second, the smaller the cylinder-gap
size, the smaller the risk of high-temperature burns. However, the projectile velocity was decreased,
which could cause performance problems. Therefore, it was necessary to determine the appropriate
cylinder-gap size in consideration of reliability and safe use.
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(4) In the case of a structure that included a pipe for transporting high-temperature, high-pressure
internal fluid, such as a nuclear power or thermal power plant, the numerical simulation method
proposed in this study could be applied to evaluate reliability, safe use, and performance.
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