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Abstract: Using hand gestures is a natural method of interaction between humans and
computers. We use gestures to express meaning and thoughts in our everyday conversations.
Gesture-based interfaces are used in many applications in a variety of fields, such as smartphones,
televisions (TVs), video gaming, and so on. With advancements in technology, hand gesture recognition
is becoming an increasingly promising and attractive technique in human–computer interaction.
In this paper, we propose a novel method for fingertip detection and hand gesture recognition in
real-time using an RGB-D camera and a 3D convolution neural network (3DCNN). This system can
accurately and robustly extract fingertip locations and recognize gestures in real-time. We demonstrate
the accurateness and robustness of the interface by evaluating hand gesture recognition across a
variety of gestures. In addition, we develop a tool to manipulate computer programs to show the
possibility of using hand gesture recognition. The experimental results showed that our system has a
high level of accuracy of hand gesture recognition. This is thus considered to be a good approach to a
gesture-based interface for human–computer interaction by hand in the future.

Keywords: hand gesture spotting and recognition; 3DCNN; human–computer interaction

1. Introduction

At present, with constant developments in information technology, human beings are attempting to
communicate with computers in more natural ways. The traditional input devices for human–computer
interaction (HCI), such as mice, keyboards, remotes, and so on, no longer serve as natural means of
interaction owing to their lack of flexibility. In general, the natural ways for humans to interact with
computers include voice commands and body language, and these are available in many commercial
electronic products. Although speech recognition is one of the natural methods for human–computer
interaction, it is limited by noisy environments and the different ways that people pronounce the same
words. Another human–computer communication method involves body language-based interaction.
In many cases, interacting with a computer through body language is more reliable than other methods.
Body language can involve different types of expression, such as hand gestures, body poses, and facial
emotions. Compared with gestures with other body parts, hand gestures are the most efficient means
of meaningful expression and serve as a common language for all humans. For example, waving one’s
hand to express ‘hello’ is pretty flexible.

Hand gesture recognition is one method of interaction for human beings. Hand gestures are
defined as movements of the human hand that are used to express meaningful information and
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thoughts. We use our hands every day while talking to present ideas, points at people or things,
and so on. Everyone is familiar with hand gesture interaction. It has even been suggested that hand
gestures will soon replace the touchscreen technology of mobile phones and other devices. In HCI
systems, hand gesture-based interfaces are broadly applied in many practical applications, such as
sign language recognition [1], robot control [2], virtual mouse control [3–8], exploration of medical
image data [9], human–vehicle interaction [10], and immersive gaming technology [11]. Therefore,
the recognition of human hand gestures from videos has been one of the main goals of computer vision
for decades, particularly with traditional cameras (RGB cameras).

However, even when using RGB cameras, most existing algorithms tend to fail when faced
with changing light levels, complex backgrounds, different user–camera distances, multiple people,
or background or foreground movements during the hand tracking. Microsoft’s Kinect RGB with
depth (RGB-D) camera has extended depth-sensing technology and interfaces for human-motion
analysis applications.

More recently, systems using convolutional neural networks (CNNs) have shown outstanding
performance in HCI [12]. Owing to its use of multiple layers, CNNs’ architecture is built for automating
feature learning. Therefore, through the use of a deep learning framework, data are represented by a
hierarchy of features arranged from low-level to high-level.

In this paper, the main goal of our system is to discover a hand gesture-based interface from depth
videos. We present a combination of fingertip detection and a 3D convolutional neural network for
hand gesture recognition from a depth camera. The proposed network architecture effectively exploits
multi-level features to generate high-performance predictions.

The remainder of the paper is organized as follows. In the second section, we present our proposed
approach and the related materials that we used in this paper. The architecture of the proposed method
is then discussed in Section 3. Comprehensive experiments on a challenging dataset are used to
validate the effectiveness of our system in Section 4. Finally, in Section 5, the conclusion and future
works are presented.

2. Related Works

This investigation is organized as follows. Section 2.1 reviews the sensors used for the gestural
interface and Section 2.2 surveys the hand gesture recognition systems. In Section 2.3, a review of
convolutional neural networks can be found.

2.1. Sensors Used for Hand Gesture Recognition Interface

Typically, there are two main types of sensors used for hand gesture recognition: gloves-based
sensors and vision-based sensors. The gloves-based techniques require users to wear a hand glove
fitted with sensors for recognizing the hand posture. By contrast, the vision-based approaches require
only a camera, consequently achieving natural communication in human–computer interaction without
the need for any extra devices.

Many previous studies on hand gesture recognition have been conducted using gloves fitted
with sensors, such as the works of [13–19]. However, despite some remarkable successes, this method
remains challenging owing to its complexity as well as variable glove sizes between users. Consequently,
many recent efforts have been focused on vision-based systems. These methods require no gloves or
hardware except for a sensor, so these systems are substantially cheaper and can be easily accepted by
any field.

Vision-based sensors can be categorized into two types, namely the traditional camera
(RGB)-based systems and depth sensor (RGB-D)-based systems, respectively. Using traditional cameras,
the model-based approaches [7,20–28] generate hand model hypotheses and evaluate them with the
available visual observations. These approaches exhibited clear detection difficulty when the light
levels were changed or a complex background was used, and also required a fixed distance from the
camera to the users. In order to overcome these limitations, some studies have used depth cameras, for
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example, PrimeSense, AsusensXtion Pro, and Microsoft’s Kinect [29]. These cameras have advanced
significantly over the past few years, and their performances have increased, while their prices have
lowered. Compared with traditional RGB cameras, depth cameras offer many advantages: 30 frames
per second with depth resolution, working in low light levels, and tracking at a longer distance. Some
systems use depth images from Kinect and achieve high speeds, while avoiding the disadvantages of
traditional RGB cameras by tracking depth maps from frame to frame [30–32]. These methods use
a complex mesh model and achieve real-time performance. However, such systems only work for
hand tracking, not hand gesture recognition such as swiping left, right, up, down, or zoom in and out,
and so on.

2.2. Hand Gesture Recognition Using RGB-D Sensor

Fingertip-based hand gesture recognition is currently one of the interesting challenges in computer
vision, owing to its applications in many different areas such as virtual mice, remote controls,
sign-language recognition, and immersive gaming technology. The K-curvature is a famous algorithm
used to detect the certain shape of an object [33] as well as for fingertip detection. One fingertip-based
hand gesture application was developed using the K-curvature method and Microsoft’s Kinect
sensor [34]. However, this method showed some limitations regarding hand gestures, specifically
with the accuracy of the gesture detection and the fact that the user only uses one hand to perform in
front of the camera without using their body. Duong et al. [35] implemented a method for fingertip
detection using RGB-D images and convolution neural networks. This method showed promising
hand detection results in terms of accuracy and a new direction for fingertip detection using an RGB-D
camera. In this way, depth-based systems avoid all of the problems mentioned above associated with
RGB-cameras. However, it did not perform hand gesture recognition or precise recognition.

Hand gesture recognition is commonly used to control a computer interface that is in the near
vicinity of the user. The hand is first found in the input image, and features are extracted, most often
based on shape. In the field of HCI, many systems using depth cameras have been developed for
computer control using hand gestures [5,21,29,32,36,37]. In summary, the main challenge facing hand
gesture recognition from depth cameras is the lack of a dataset that contains both fingertip information
and hand gesture recognition. Therefore, it is difficult to achieve high accuracy and flexibility in
real-time using the current systems.

One system with a goal similar to ours can be found in the work of [38]. With the same
seven gestures, using Kinect V2 and a convolutional neural network, this system achieved real-time
performance with high accuracy on the 20BN-jester dataset V1 [39]. However, the original videos
used were only 12 frames per second, which seems slow compared with real-time systems. Further,
the system was not detecting the fingertips.

2.3. 3D Convolutional Neural Networks

In the past few years, convolutional neural networks (CNNs) have achieved state-of-the-art
performance in image content analysis and classification tasks. From AlexNet [40], VGG [41],
GoogleNet [42], to ResNet [43], all of these deep CNN approaches have achieved outstanding
success in image understanding. However, for hand gesture recognition in videos, these approaches
showed drawbacks in that they have not only huge computational cost, but they also fail to capture
long context with multi-frames and high-level information. Three-dimensional convolutional neural
networks (3DCNNs) [44] have been proposed and shown to achieve the best performance for human
action recognition from video on the recognition of human actions dataset [45]. More recently, 3DCNNs
have shown strong performance on various tasks when trained on large-scale datasets [46], including
action detection [47], hand gesture detection [48], and video captioning [49].

Ensemble models often provide higher accuracy of prediction than single models [50]. Inspired by
ensemble models, in this paper, we present the use of multiple three-dimensional convolutional neural
networks on hand gesture recognition problems.
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3. Proposed Method

An overview of the proposed system is presented in Figure 1. The hand region of interest
is first extracted using in-depth skeleton-joint information images from a Microsoft Kinect Sensor
version 2, and the contours of the hands are extracted and described using a border-tracing algorithm.
The K-cosine algorithm is used to detect the fingertip location based on the hand-contour coordinates
model, and the result of fingertip detection is transformed into the gesture initialization in order to
spot hand gestures. Finally, a gesture is recognized based on the 3D convolutional neural network.
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3.1. Hand Region Extraction

In this section, we describe the hand region extraction step, as shown in Figure 2. The hand region
of interest and the center of the palm are first extracted from depth images provided by the Kinect V2
skeletal tracker, and then converted to binary images. The hand contours are extracted and described
using a border-tracing algorithm.
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The depth images used to detect the hand based on the Kinect V2 skeletal tracker are shown
in Figure 5a. These images are captured using a Microsoft Kinect V2 sensor, which estimates each
of the user’s body parts through input depth images and maps the learned body parts to the depth
images through various user actions. In this manner, the camera can obtain skeleton-joint information
for 25 joints, as shown in Figure 3, for example, hip, spine, head, shoulder, hand, foot, and thumb.
Using the depth image obtained by the Kinect skeletal tracker, the hand region of interest (HRI) and
the center of the palm are easily and effectively extracted.

In order to remove noise from the hand region, the median filter and morphological processing [51]
are applied. The results are then exported to the binary image, based on Kinect’s depth signals with
fixed thresholds.

Once the binary images of the hand regions are detected, the hand contours are computed using
the Moore–Neighbor algorithm [52]. This method is one of the most common algorithms used to
extract the contours of objects (regions) from an image. At the end of this process, we obtain the
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contour pixels of the hand as a boundary point set, P0, . . . , Pi−1, Pi, . . . , Pn. These values are used to
measure the curvature.

Figure 3. Skeletal joint information based on the Kinect skeletal tracker.

3.2. Fingertip Detection

After extracting the hand contour, the K-cosine corner detection [33] algorithm computes the
fingertip points based on the coordinates of the detected hand contours. This is a well-known algorithm
used to detect the shapes of certain objects, and it is also used in fingertip detection. It attempts to
determine the angle between the vectors of a finger, as shown in Figure 4.

cosαi = cos(
→
aik,

→

bik) =

→
aik ·

→

bik∣∣∣∣→aik

∣∣∣∣∣∣∣∣∣→bik

∣∣∣∣∣ (1)

Equation (1) is used to determine the fingertip locations, where i is a boundary point and k is a
constant value that obtained from the experiment. In this calculation, 10 is the best choice for value k
and is suitable for almost all situations. The k-vectors at the point Pi(xi, yi) are

→
aik = (xi − xi+k, yi − yi+k)

and
→

bik = (xi − xi−k, yi − yi−k). cosαi denotes the cosine of angle between
→
aik and

→

bik for a given pixel Pi.
The angle αi obtained by the K-cosine algorithm, is used to discriminate between the fingertips

and the valleys as a threshold. The fingertips are considered as a positive curvature, while the valleys
are a negative curvature. If the point value of cosαi is the greater or equal to threshold, it is considered
to be the fingertip candidate. This process results in sets of pixels belonging to the hands and fingertip
locations, as shown in Figure 5b.

Figure 4. Fingertip detection using the K-cosine algorithm.
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3.3. Hand Gesture Spotting

3.3.1. Target Person Locking

When multiple people are present, the targeted person is the one chosen to perform hand gesture
during tracking. In this work, the Kinect V2 sensor can extract skeleton information for up to six people
at once. Therefore, using the algorithm described above, the system can locate the fingertips of up to
six people. However, in order to recognize the hand gesture, we need to identify the target person so
as to eliminate the influence of the others. To accomplish this, we used a user-locking algorithm to
solve the problem during hand tracking. The implementation is presented in Algorithm 1.

In this algorithm, the given detected head joint coordinates and right-hand joint coordinates of
multi-people in-depth image using the Kinect skeletal tracker, as shown in Figure 3, we define the
target person based on the distance head-hand. The user who raises his hand over his head in 10 frames
is the target user.

Algorithm 1 Target Person Locking

begin
Require User ID, head joint coordinates (x1, y1), right hand joint coordinates (x13, y13).
1: Calculation the distance between y1 and y13.
2: If y13 > y1 during 10 frames
then process target user
else redo 1
end begin

3.3.2. Hand Gesture Spotting

In real-time hand gesture recognition, it is still challenging to determine when a gesture begins
and when it ends from a hand trajectory. This session presents a new solution for hand gesture spotting
to mark the start and end points of a gesture, as shown in Figure 6.Appl. Sci. 2019, 9, x FOR PEER REVIEW 7 of 15 
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In this step, the depth resolution is obtained from the Kinect V2 sensor as 512 × 424 pixels, and we
define six hand gestures of swiping left (SL), swiping right (SR), swiping down (SD), swiping up
(SU), zoom in (ZI), and zoom out (ZO) as six different gesture trajectories. A remaining gesture is
meaningless (M), which is defined as a free trajectory.

During tracking, the hand trajectory is recognized in every frame using the methods mentioned
in Section 3.4. Figure 6 shows the proposed hand gesture spotting scheme of our system.

3.4. Hand Gesture Recognition

We exploit 3DCNN to recognize hand gestures by using the better capturing of the spatio-temporal
information in videos. Compared with the two-dimensional convolutional neural networks (2DCNNs),
the 3DCNN model has one advantage, that it captures motion information by applying the convolution
operation in both time and space. The inputs are full frames of videos and do not rely on any
pre-processing, so the model can easily be extended to large datasets. The details of the 3DCNN
architecture are shown in Figure 7.
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The network has six convolutional layers (Conv1, Conv2, Conv3, Conv4, Conv5, and Conv6),
three max-pooling layers (pool1, pool2, and pool3), and two fully connected layers (fc1, fc2) before
softmax output. The fully connected layer has 512 nodes with 50% dropout. Each input is a human
action video. The input dimensions are d × h × w, where d is the length of the normalized video
inputs, and h and w are the height and width of the frame, respectively. Because the lengths of the
frame numbers in the videos of the dataset are different, so as to normalize the temporal lengths of the
videos, we down-sampled to d frames per video. In our architecture, d = 20 is the optimal number,
and matches the capabilities of the computer. The 20 frames are chosen to spread from the beginning
to end of videos using the following formula.

di =
⌊ i ∗N

20

⌋
, i = 1, 2, . . . , 20, (2)

where di ∈ d is the ith frame chosen from the N frames of original video, for real z; bzc is a floor
function [53], which returns the greatest integer less than or equal to z; and N is the number of original
input frames. We also re-sampled d frames to 32 × 32 (w × h) per video.

As shown in Figure 7, the proposed network has six layers of 3D convolutions, with each pair
of convolutions followed by a max-pooling, and two fully connected layers. The filter numbers of
Conv1, Conv2, Conv3, Conv4, Conv5, and Conv6 are 32, 32, 64, 64, 128, and 128, respectively. In each
convolution layers, the size of the kernels is 3 × 3 × 3, where the first number 3 is in the temporal
dimension and the remaining 3 × 3 is in the spatial dimension. The pool1, pool2, and pool3 are
max-pooling following each pair of convolutions, and the size of fc1 and fc2 is 512 nodes. In particular,
we add a dropout layer between the convolution layer and the max-pooling layer so as to eliminate
overfitting. The output layer activation is implemented with softmax.

In order to improve the accuracy of the model, we use an ensemble model of 3DCNN that predicts
the class labels based on the predicted probabilities for classifiers, as shown in Figure 8. 3DCNN_1,
3DCNN_2, and 3DCNN_n are models 1, 2, and n in the n-model ensemble, respectively. Each model
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has a different weight volume. In order to aggregate the results of each individual 3DCNN, we use the
ensemble output to obtain a final probability. The optimal weighting of the final softmax, the maximum
of averaging probability, is the output of the final prediction. The formula of the 3DCNN Ensemble
procedure is as follows:

ŷ = argmax
j

1
n

n∑
i=1

pi j

. (3)

In Equation (3), pi j is the predicted probabilities p of label jth of the ith classifier, n is the number of
models used for the learning ensemble, and ŷ is the final prediction. The outputs of all single models
in Figure 8 are combined to form the final prediction by optimal.
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4. Experiments

4.1. Dataset

In this work, a hand gesture dataset was prepared for conducting experiments to validate the
proposed methodology with manually labeled ground truth. The dataset contains videos of hand
gestures using fingertip detection from depth videos. It contains videos of seven hand gestures: SL,
SR, SD, SU, ZI, ZO, and M. Each gesture is performed 15 times by 50 participants, resulting in 5250
videos in total, as shown. All of the participants were right-handed, as we focused on right-hand
movement for simplicity and accurate detection. These videos were collected in three places: the
laboratory, the corridor, and the classroom. The experimental setup is shown in Figure 9.
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The dataset also included many different cases, for example, normal lighting and faint lighting,
different backgrounds, and changing the user–camera distance from 0.5 m to 4 m. The speed of the
tracking process was 30 frames per second, with the lengths of sample gestures ranging from 20 frames
to 45 frames. Figure 10 shows examples of the hand gesture dataset for the proposed system.
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4.2. Implementation Details

We developed the proposed system on a desktop PC with an AMD Ryzen 5 1600 Six-Core Processor
3.20 GHz CPU with 16 GB of RAM and a GeForce GTX 1080 Ti GPU. The system was implemented
within the C# and Python programing languages. The speed of the tracking process was 30 frames per
second. The Keras, Scikit-learn 0.20 frameworks of deep learning were used to implement the 3DCNN
model, as described in Section 3.4.

4.3. Evaluation

In the experiment for hand gesture recognition, we randomly select 70% original data as training
data, 10% as validation data, and the remaining 20% as testing data. In order to evaluate our
proposed method for hand gesture recognition in videos, we compare the proposed model with the
baseline method: a traditional machine learning model—support vector machine (SVM) [45]—and
the two-dimensional convolution neural network (2DCNN). The 2DCNN follows the same network
as the 3DCNN version, but only with 2D convolutions instead of 3D convolutions. The input of
the traditional ML model (SVM) was the same as the input of a 2DCNN. SVM nonlinear multiclass
algorithm with histogram intersection kernel was implemented using library Scikit-learn 0.20.
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Three metrics were used to compare the performance of the algorithms. First, the accuracy
was introduced to measure when there is an equal number of samples belonging to each class. It is
the ratio of number of correct predictions to the total number of input samples. The second and
third metrics were the training time and testing time of the deep learning model. Training time is
considered a scenario of online training while collecting data. Each training session was ended if
the test classification accuracy of the validation datasets did not change over 100 training epochs.
To calculate the testing time, the paper was conducted five times, and the average of the results
was used.

4.4. Results

Figure 11 illustrates the accuracy of the classification of 3DCNN model on the train and validation
sets. The plots suggest that the model has a good fit on the problem.
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We compare our results on the hand gesture dataset against another state-of-the-art method in
Table 1. Overall, DL algorithms showed higher accuracy than the traditional ML model. The 3DCNN
model achieves 92.6% accuracy, while SVM and CNN are 60.50% and 64.28%, respectively, which are
32.1% and 28.3% lower than the 3DCNN result. The results showed that the 3DCNN network
outperforms SVM and 2DCNN in video classification on our hand gesture dataset. One reason for this
result is that learning multiple frames in 3DCNN provide the flexibility of a decision boundary.

Table 1. Comparison results with support vector machine (SVM) and two-dimensional convolution
neural network (2DCNN).

Models Training Time Testing Time Accuracy (%)

SVM 21.94 m 2.57 s 60.50
2DCNN 50.00 m 3.46 s 64.28
3DCNN 1h35 5.29 s 92.60

In terms of the training time and testing time of convolutional neural networks, the training time
of the 3DCNN showed higher run-time than SVM and 2DCNN. However, all architectures could
recognize the hand gesture in less than 5.29 s, which shows the feasibility of implementing neural
networks to real-time systems.

Table 2 shows the results of hand gesture recognition by our proposed method when using
ensemble learning. It can easily be seen that the ensemble learning method outperforms the single
3DCNN in terms of video classification with an ensemble of 15 3DCNN models, which achieves 97.12%
accuracy. The experimental results indicate that the 3DCNN ensemble with five models is substantially
more accurate than the individual 3DCNN on the dataset. However, when the number of models
increases to 10 and 15, there is no significant change. On the other hand, ensemble learning with many
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models also required a long training time, which is related to the expensive computational cost of
a computer.

Table 2. Experimental result of the ensemble learning approach.

Models Accuracy (%)

3DCNN 92.60
Ensemble model with 5 different 3DCNN networks 96.42
Ensemble model with 10 different 3DCNN networks 96.82
Ensemble model with 15 different 3DCNN networks 97.12

The confusion matrix of the 3DCNN with 15 models ensemble is shown in Table 3. As expected,
the highest accuracy was obtained in the easier gestures of ‘swipe left (SL)’, ‘swipe right (SR)’,
and ‘meaningless (M)’, while the lowest accuracy was obtained in the harder gestures ‘zoom in (ZI)’
and ‘zoom out (ZO)’. The accuracy was reduced in the ‘drag’ gesture because, with the starting point
and ending point, the gesture was sometimes confused with others owing to fast hand movement.

Table 3. Confusion matrix of the proposed method. SL, swipe left; SR, swipe right; SU, swipe up; SD,
swipe down; ZI, zoom in; ZO, zoom out; M, meaningless.

Target Selected Acc

SL SR SU SD ZI ZO M

SL 149 0 0 0 0 0 1 0.99
SR 1 148 0 0 0 0 1 0.99
SU 1 0 145 0 2 0 2 0.97
SD 0 0 0 146 1 1 2 0.97
ZI 0 0 0 0 143 4 3 0.95
ZO 0 0 1 0 4 141 4 0.94
M 1 0 0 0 0 1 148 0.99

0.97

4.5. Application of the Proposed System

We want to show through the application that a hand gesture-based system is available on behalf
of a keyboard or mouse-based system. Thus, we develop practical application with hand gesture
recognition as shown in Figure 12. When the user stands in front of the RGB-D camera, video frames
are captured and the hand is detected. When the user interacts with a computer, a deep learning
technique is used for hand gesture recognition internally in the system. Therefore, users can easily use
the hand gestures to interact and control applications. Figure 13 shows an example of how our hand
gestures-based real-time HCI system controls the computer with Kinect V2.
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5. Discussions

This paper presented a new approach to hand gesture recognition using a combination of geometry
algorithm and a deep learning method to achieve fingertip detection and gesture recognition tasks.
This approach exhibited not only highly accurate gesture estimates, but also suitability for practical
applications. The proposed method has many advantages, for example, working well in changing
light levels or with complex backgrounds, accurate detection of hand gestures at a longer distance,
and recognizing the hand gestures of multiple people. The experimental results indicated that this
approach is a promising technique for hand-gesture-based interfaces in real time. For future work
with hand gesture recognition, we intend to expand our system to handle more hand gestures and
apply our method in more other practical applications.
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