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Abstract: The modelling and simulation process in the automotive domain is transforming.
Increasing system complexity and variant diversity, especially in new electric powertrain systems,
lead to complex, modular simulations that depend on virtual vehicle development, testing and
approval. Consequently, the emerging key requirements for automotive validation involve a precise
reliability quantification across a large application domain. Validation is unable to meet these require-
ments because its results provide little information, uncertainties are neglected, the model reliability
cannot be easily extrapolated and the resulting application domain is small. In order to address
these insufficiencies, this paper develops a statistical validation framework for dynamic systems
with changing parameter configurations, thus enabling a flexible validation of complex total vehicle
simulations including powertrain modelling. It uses non-deterministic models to consider input
uncertainties, applies uncertainty learning to predict inherent model uncertainties and enables precise
reliability quantification of arbitrary system parameter configurations to form a large application
domain. The paper explains the framework with real-world data from a prototype electric vehicle on
a dynamometer, validates it with additional tests and compares it to conventional validation methods.
It is published as an open-source document. With the validation information from the framework
and the knowledge deduced from the real-world problem, the paper solves its key requirements and
offers recommendations on how to efficiently revise models with the framework’s validation results.

Keywords: modelling and simulation; electric powertrain; automotive vehicle; validation; verifica-
tion; uncertainty quantification; statistics; extrapolation

1. Introduction

The automotive development process is both highly complex and is becoming more
diverse thanks to increasing possibilities in modelling, computing and analysing, especially
in the field of new electric powertrain systems [1–3]. The early stages of the process offer a
great deal of freedom when the development comes to realising the vehicle specifications [4].
In order to compare the different options, evaluating as many properties of the final product
as possible [5] is important. As today’s research and development work increasingly
depends on predictions based on system simulations [6], their reliability quantification is
essential for creating new knowledge, the transparent evaluation of options for action and
to support safety-relevant decisions based on simulation results [7].

The modelling and simulation (M+S) process and analysis methods used in automotive
development are undergoing a transformation and new requirements are emerging. An
increasing system complexity and growing variant diversity lead to more complex and
modular simulation models. This transformation needs virtual vehicle development,
testing and approval in a large application domain [1,8]. Better knowledge of systems, such
as the ability to precisely quantify uncertain parameters, is needed to ensure a more accurate
understanding of systems that affect the safety and efficiency of complex powertrains [9,10]
and non-linear dynamic systems [11–13]. As described in Danquah et al. [1], the new key
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requirements of validation include a more precise reliability quantification of simulation
results in a large application domain, achieved at reasonable cost and time. What is meant
by large application domain is a precise evaluation of the simulation’s output reliability
under changing system parameters, system scenarios or system topologies. Part of the
information can be obtained from existing verification and validation (V+V) processes.
Nonetheless, the information is not enough to fulfil the new requirements, because their
validation provides scant information on the reliability of the simulation results [14–16].
Danquah et al. [1] identified four key insufficiencies that prevent conventional validation
methods from meeting the new requirements:

1. the negligence of uncertainty,
2. the binary, low-information validation result,
3. the low extrapolation capability of model reliability,
4. the small application domain size.

This paper addresses those insufficiencies by developing a statistical verification,
validation and uncertainty quantification (VV+UQ) framework. The framework focuses
on dynamic systems with changing parameter configurations, thus enabling a flexible
validation of complex total vehicle simulations including powertrain and consumption
modelling. It uses non-deterministic models to include input uncertainties, applies un-
certainty learning to predict inherent model uncertainties and thus enables the precise
reliability quantification of arbitrary system parameter configurations to form a large
application domain. The main contributions are:

• Summarising the insufficiencies of validation in the automotive domain, which pre-
vent a reliability assessment of simulation models and system safety.

• A statistical VV+UQ framework with uncertainty learning for the precise validation
of a large application domain.

• First application of a statistical VV+UQ framework predicting model uncertainties of
new parameter configurations.

• Explanation, validation and discussion of the framework with real world data from a
prototype electric vehicle on a roller dynamometer.

• Solving the new key requirements of automotive validation and recommending four
improvement strategies to allow efficient error targeting for revising automotive M+S
processes and total system understanding.

After defining validation and summarizing the problems in Section 2, the basic
VV+UQ framework and the test system setup are explained in Sections 3 and 4. In Section 5,
the validation framework validates a modular longitudinal simulation model. Section 6
applies the model in a large application domain using uncertainty learning to predict the
model reliability. Real data were collected from statistical consumption measurements
for an electric vehicle on a roller dynamometer for this purpose. After validating the
framework with additional test data in Section 7, Section 8 concludes the most important
research findings.

2. Model Validation

This section explains the foundations of V+V and identifies the problems in auto-
motive validation that will be addressed in the statistical validation framework in the
next sections. Section 2.1 is a compact summary of ([1], Section 2.1), Section 2.2 is a sum-
mary of ([1], Section 2.2) and Section 2.3 is a summary of ([1], Sections 3.4 and 4.2) and
([4], Section 2.2).

2.1. Philosophy of the Science of Validation

So as to be able to improve V+V, the paper begins by clarifying the philosophical
foundations of validation theory and its terminology. Kleindorfer et al. [17] come to
the conclusion that the problem of correct validation is an ethical issue, whereby the
warranty offered by the model and evidence around the model must be carefully justi-
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fied. Popper [18,19] introduces the theory of falsificationism. Since natural systems are
never self-contained, he and Oreskes et al. [20] agree that they are impossible to validate.
Theories can be confirmed by observations, but due to the limited access to natural phenom-
ena, there is never proof of their complete accuracy. The discussion of V+V has converged
in some communities ([21], p. 21). Thus, the IEEE [22] states that V+V is accepted when
the model meets defined specifications. This definition is incorporated into ISO 9000 [23].
The American Society of Mechanical Engineers (ASME) Guide [24] accepts the validation
definition of the US Department of Defence [25] and defines verification as:

Verification: The process of determining that a computational model accurately repre-
sents the underlying mathematical model and its solution.

Validation: The process of determining the degree to which a model is an accurate
representation of the real world from the perspective of the intended uses of the model.

For the purpose of this paper, the theory or entity is characterised by a simulation
model. According to the definition of Neelamkavil [26], a model is a representation of a
real system and simulation is the mimicking of model behaviour. This means that for a
valid, correct use of the model, the reliability of its results must be determined individually
for each application. The conclusion from the philosophy of science is that it is almost
impossible to validate a model that aims to reflect reality.

2.2. Validation Processes

There are widely accepted V+V processes to validate the M+S process. They focus
on practical approaches and less on the truth in the philosophy of science [21]. As shown
in Figure 1, Sargent [27] developed a V+V process and defined operational validity as
the determination of whether the output behaviour of the model has a satisfactory range
of precision for its intended purpose within the area of intended applicability. The V+V
process of Sargent is similar to the approaches of Oberkampf and Trucano [28] and the
ASME Guide [24]. This V+V process is one of the most broadly acknowledged in the
validation of M+S [16] and will be referred to as the conventional process in this paper.

Conceptual

model

Conceptual

model

Computerised 

model

Computerised 

model

Problem entity

(system)

Problem entity

(system)

Computerised 

model

verification

Computerised 

model

verification

Conceptual 

model 

validation

Conceptual 

model 

validation

Computer programming

and implementation

Computer programming

and implementation

Data

validity

Data

validity

ExperimentationExperimentation
Analysis

and 

modelling

Analysis

and 

modelling

Operational 

validation

Figure 1. Simplified model development process according to Sargent [29].

Because conventional validation is strongly oriented towards its practicability, sta-
tistical validation methods are emerging that cover a better fulfilment of truth in the
philosophy of science, while maintaining the necessary practicability in engineering [21].
Statistical validation assumes a natural true value ynature of a real system’s or entity’s
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output response quantity of interest (SRQ). This value is often called ground truth or true
value [30]. When the output value ys of the system Gs

Gs : (x, θ) 7→ ys (1)

Gm : (x, θ) 7→ ym (2)

is measured, there will always be an error eys,obs between observation and true value.
The simulation model Gm estimates the true value of the nature of the SRQ based on the
input of time-variant signals x and the time-invariant parameters θ through its output
value ym (2). The errors e indicate the discrepancy between the simulated and true value.
They are inherent in every simulation model because a model is by definition a simpli-
fied abstraction of reality [26]. One source of errors results from the calculation of finite
accuracy by computers compared to the exact solution of the mathematical model eh. A fur-
ther source of error results from the model time-variant inputs ex and the time-invariant
parameters eθ . Whereas they are usually assumed to be fully characterized in a conven-
tional validation of deterministic simulations, these errors are mostly unknown in reality.
Moreover, the model itself contains model form errors em due to the selection of an un-
suitable equation. They can be quantified based on physical data from model validation
experiments. Therefore, the experimental results of the physical system Gs and the sim-
ulation results of the model Gm are compared using validation metrics [31]. As defined
in ASME [32], the involved errors can be summarized as:

ynature = Gs(x, θ)− eys, obs (3)

ynature = Gm(x, θ, h)− (em + ex + eθ + eh) (4)

The basic theory behind statistical methods states that because those errors cannot be exactly
estimated, they need to be approximated through uncertainties, which are expressed in
probability functions or confidence intervals [33]. The various sources of uncertainty
are deeply interwoven and affect each other. Depending on the constellation, they may
reinforce or compensate each other, which can result in a misleading trustworthiness of the
simulation model ([21], p. 385). It is therefore helpful to quantify the different uncertainties
separately. Additional sources such as observation errors ey,obs or extrapolation errors
caused by model predictions beyond the validity range make this even more difficult. As
explained in Figure 2, the uncertainties can be point valued, if accurately known, epistemic,
resulting in an interval, aleatory, resulting in a cumulative distribution function (CDF),
or mixed, resulting in a probability box (p-box). It should be noted that the definition of
Oberkampf and Roy [21] for epistemic uncertainties is used, which treats purely epistemic
uncertainties as an interval-valued quantity with no likelihood information specified. This
assumption should not be confused with definitions in other disciplines, where epistemic
uncertainties can contain subjective probability distributions [34].
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Figure 2. Types and notation of uncertainty based on Riedmaier et al. [30].

In deterministic simulations, the errors and uncertainties are usually assumed to be
fully characterised. This is not the case for partially and uncharacterised experiments as
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well as unknown model prediction conditions [35]. Therefore, non-deterministic simu-
lations aggregate these uncertainties through the model to the result side for statistical
validation. The most important framework that uses statistical validation is the VV+UQ
framework of Oberkampf and Roy [21]. This uses a probability bound analysis, which
was greatly influenced by Ferson et al. [36]. It clearly distinguishes between the input,
numerical and model form and prediction uncertainties to improve the validation of CFD
simulations. Sankararaman and Mahadevan [37] use a Bayesian network to aggregate
all types of uncertainties in general engineering simulations. It has the advantage that
heterogeneous information on several levels of the system architecture can be combined to
a total prediction uncertainty.

2.3. Statistical Validation in Automotive Domain

The review of Danquah et al. [1] analyses more than 30 validation frameworks in the
automotive domain from 1990 to 2020. It concludes that the analysed frameworks agree
with the validation concept of Sargent. Since validation in the automotive domain only
uses conventional tolerance-based metrics, four key insufficiencies arise:

The negligence of uncertainty: Conventional validation assumes that the data utilised
in the process are valid. In practice, the data used for validation are not fully known, or
may even be completely unknown. It is the law of nature that there will be a discrepancy.
If valid input and output data, parameters and boundary conditions are assumed, errors
are neglected. These uncertainties are underestimated and may become uncontrollably
large when they accumulate ([21], p. 385).

Binary, low-information validation result: The conventional validation is binary ([38], p. 6).
A model can be valid or invalid. This can never be proven to be true, because the philos-
ophy of science tells us that absolute evidence is impossible. Validation should ask the
question of the intended purpose and consider the degree of correctness [28,37].

Extrapolation capability of model reliability: Since an extrapolation of validity is not
anticipated in conventional validation, almost no knowledge of the M+S process is gained
beforehand, which makes extrapolation almost impossible. Conclusions outside the scope
of the measured validation range are mere suppositions [14]. Conventional validation must
re-validate the model if the conditions or the use case changes.

Application domain size: As validation is time-consuming and expensive, a simulation
model can often only be validated by measurements of a few points. Since conventional
validation does not foresee extrapolation, the application domain is restricted to the vali-
dation measurements. To close this gap, statistical validation allows extrapolation when
information about the uncertainty of former validations is accessible [39].

Those four insufficiencies prevent validation from meeting the new key requirements.
As analysed in Danquah et al. [1], there are attempts to address these problems by integrat-
ing statistical methods. They conclude that the problem has not been solved because the
analysed authors did not consistently integrate statistical approaches. To meet the new key
requirements, Danquah et al. [1] propose a consistent statistical validation method, which
has a high potential to solve those four key insufficiencies [1,4].

3. Statistical Validation Method

This paper develops a statistical VV+UQ framework for dynamic systems with chang-
ing parameter configurations that enables a flexible statistical validation for complex total
vehicle simulations. The key requirements are precise reliability quantification in a large
application domain at a reasonable cost and time.

3.1. Concept and Previous Work

This framework takes its fundamental ideas from the statistical VV+UQ frame-
works of Oberkampf and Roy [28,40] and Mahadevan and Sankararaman [37,41]. While
Oberkampf [21] specialises in computational fluid dynamics and Mahadevan [41] in gen-
eral engineering systems, this framework focuses on multi-component, modular models
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with a large number of parameters in automotive total vehicle simulations. Previous work
has been carried out in the automotive domain, upon which this framework is directly
based: (1) the review of Danquah et al. [1], which analyses and structures statistical
validation frameworks. (2) The review of Riedmaier et al. [30], which compares a large
number of uncertainty validation frameworks and brings them into one main structure.
(3) The method and application of Danquah et al. [4], which is concentrated on statistical
validation metrics for automotive total vehicle simulation. The statistical validation appli-
cation with theoretical data of Riedmaier et al. [42] focuses on predicting the reliability
quantification of simulation results under new application scenarios of autonomous vehi-
cles. In contrast, this paper focuses on predicting the reliability quantification of simulation
results under new application parameter configurations using real experimental data.
In this paper, parameter configurations are internal vehicle parameters and not external
scenarios or scenario parameters. The basic idea of the validation framework is explained
in Figure 3.

Application 
domain

Validation 
domain

Application parameter
configurations 

Validation parameter
configurations 

Extrapolation

Interpolation

Figure 3. Predicting the future reliability of an application domain by inter- and extrapolation from a
validation domain based on Riedmaier et al. [30].

In M+S, it is essential to validate and estimate the reliability of a model and each single
simulation result depending on arbitrary parameter configurations of a large application
domain a. Therefore, the model and result reliability of several validation parameter con-
figurations must be estimated with multiple validation experiments forming the validation
domain v. The model and result reliability in the application domain can be predicted
through inter- and extrapolation based on the knowledge about the reliability from the
validation domain.

3.2. Detailed Explanation

The validation framework is explained in detail in Figure 4. The aim is to give an
overview of the framework and to introduce symbols and the nomenclature. The frame-
work considers a model Gm shown in Equation (2). Based on the input of time-variant
signals x and the time-invariant parameters θ, the simulation of the model mimics the
behaviour of the system Gs to approximate the system output SRQ ys. The simulation
result ym is an estimate of the measured SRQ ys. As shown in Figure 2, all inputs and
outputs of a model can be single-value, aleatory, epistemic or mixed. Before starting with
the actions in Figure 4, the model must be verified and the model inputs and their uncer-
tainties quantified. For detailed information on how to estimate and calibrate uncertain
parameters, please refer to the four publications [1,4,30,43]. In the validation domain, the
results of a real system yv

s measured during a fixed validation parameter configuration
θv are compared to the results of the model yv

m. A validation metric Gval compares both
results to get an estimate of the model error, which leads to the model uncertainty uv.
A non-deterministic model is needed to consider the uncertain model inputs. To cover the
validation domain, several validation parameter configurations concluded in the validation
configurations Θv must be validated by estimating the corresponding model uncertainties
concluded in uv. These tests are needed to enable validation uncertainty learning Glea.
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The result reliabilities of new application parameter configurations θa are estimated in the
application domain. This process can be called the validation of an application parame-
ter configuration. Because no system is available to provide real measurements ya

s , it is
necessary to validate the result by approximating the model uncertainty ûa through the
validation uncertainty prediction Gpred. This uses the data from uncertainty learning Glea
to inter- or extrapolate to the model uncertainty ûva of the current application parameter
configuration θa. The approximated model uncertainty ûa and the simulation result of
the application configuration ya

m need to be integrated with the integration model Gint to
calculate the total prediction uncertainty ŷa. An application decision-making Ga

dec decides
if the result of the total prediction uncertainty is accurate enough for the intended use case.
The basic structure of the framework shown in Figure 4 stays the same. There are several
possibilities to conduct the individual steps of the framework that are interchangeable,
which leads to some modularity. Several variants, combinations and advantages of them
are explained in the review of Riedmaier et al. [30]. One variant with all steps will be
explained and validated in detail with real data in this paper.

 Application domain (a)

 Validation domain (v)

Validation  
parameter

configuration

Model 
 

Application
assessment 

 
Validation metric 

 

Validation dec.
making 

 

Validation
uncertainty learning 

 

Validation uncer-
tainty prediction 

 

Uncertainty
integration 

 

System 
 

Application
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Application
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configuration

Model 
 

Application
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System 
 

Application
assessment 

 

Validation dec.
making 

 

Parameter 
configuration 

Model & System Assessment Uncertainty  
pipeline Decision making 

Unavailable All parameter
config. at once 

Single parameter
subsequently 

Figure 4. Statistical verification validation and uncertainty quantification framework for modular automotive vehicle
simulations in large application domains using uncertainty learning. Adapted from Riedmaier et al. [30] with new notation.

4. System, Model and Parameters

This section explains the framework in detail with a real-world example. For this
purpose, a dataset is measured and published as an open-source document along with
this paper [44]. The example test setup, the verification of the model and parameter
identification are explained in this section.

4.1. System Setup, Control and Measurement

The example validates a total vehicle simulation with a focus on longitudinal dynamics
and consumption. A detailed powertrain model is used to calculate the dynamics of the
vehicle, which is necessary for the precise calculation of the energy consumption. The model
calculates the consumption of the Worldwide Harmonised Light Vehicle Test Procedure
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(WLTP) Class 2 cycle of the prototype vehicle called NEmo. For the validation, a real
system test is executed, where the vehicle is put on a roller dynamometer. For the precise
evaluation of the dynamics and the consumption, additional sensors are integrated in the
vehicles powertrain. The physical system setup is shown in Figure 5 and the schematic
setup with the components, sensors, controls and data logging in Figure 6.

Dyna.

Power
control

Vehicle
control

Cooling

Power
source

Vehicle

Fixation

Dyna.
control

Logging

Figure 5. Test setup of prototype electric vehicle NEmo on roller dynamometer.

Power
source

Dyna-
mometer

Vehicle

Power
source

Logging

Electronics 
motor Gear Wheel Dyna.

actuator

Vehicle control Dyna. control

Dyna.
roll

Power 
control

Physical connection Information connection Sensor

Figure 6. Schematic test control and measurement setup of the prototype electric vehicle NEmo on a
roller dynamometer.

NEmo is a modified Smart with a prototype powertrain developed in Wacker et al. [45].
It has the advantages of integrated multiple sensors, a programmable power electronics
and a programmable vehicle control unit. The target torque of the motor Ttarget, mot and
the wheel brakes Ttarget, wheel can be set and the speed of the axis ω̇ can be measured via
controller area network (CAN). This enables accurate and repeatable speed control. A bat-
tery simulator serves as power supply, where the voltage U can be controlled via CAN.
The roller dynamometer imprints the vehicle longitudinal driving forces Fdyna depending
on the actual vehicle acceleration and speed. Using this system setup, the environment can
be controlled and all tests are repeatable and comparable. Additionally, vehicle parameters
like mass, roll resistance and air resistance can be physically changed to measure multiple
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validation parameter configurations. This is essential for statistical validation uncertainty
learning and prediction.

4.2. Simulation Model and Verification

The simulation model used is re-parametrised based on the already published model,
in which the simulation results are verified with real data by Danquah et al. [46]. It can
be downloaded with an open-source license in Danquah et al. [47]. Since this model is
open source, it is very popular with several independent researchers [48–51] and has been
improved over the last years by including their feedback. Hence, the paper assumes that all
programmatic mistakes have been solved and that the simulation model accurately repre-
sents the underlying mathematical model. Additionally, it assumes that the numerical error
due to discretization eh is exclusively dependent on the current parameter configuration.
Because there is no exact mathematical model, the discretization error is estimated with the
Richardson extrapolation [52], as recommended by ([21], p. 318). The extrapolation uses
the step sizes h1 = 0.01 s, h2 = 0.002 s and h3 = 0.0004 s.

4.3. Parameter Identification

The following parameters of the vehicle were estimated in several tests such as roll-
out tests and tests with constant speed levels. Their uncertainties are documented in
Table 1. The parameters are either normally distributed, defined in an epistemic interval,
deterministic or uniformly distributed.

Table 1. Model parameters θv = (θv
fix, θv

r ) consisting of fixed parameters θv
fix and regressor parameters

θv
r = [Mveh cd ptyre]. Their uncertainties are measured.

Description Variable Value

Vehicle speed vveh U (Speed1, Speed3)
Vehicle mass Mveh [1025 kg, 1033 kg]
Axle load distribution ν 0.5824
Tyre pressure ptyre 2.5
Tyre radius rdyn N (275.2 mm, 0.222 mm 2)

Roll resistance coeff. cr N (0.01037, 0.0008172)
Gear ratio igear N (5.681, 0.02682)
Eff. motor µmot U (Map1, Map5)
Eff. power electronic µPE U (Map1, Map5)
Auxiliary power Paux 114.61 W
Front surface A 1.96 m3

Aerodynamic drag coeff. cd 0.37
Air density ρ 1.20 kg m−3

Dyna. calibration Cdyna N (0.797, 0.01422)
Voltage power supply Utarget 104 V

For normally distributed parameters N (µ, σ2), it is estimated that their natural varia-
tion is higher than the error of the measurement procedure. The dynamic wheel radius
rdyn is quantified by simultaneously measuring the vehicle speed on the roller dynamome-
ter and the wheel rotational speed at different speed levels. The wheel pressure ptyre is
measured by a manometer. The gear ratio igear is estimated by measuring the motor speed
and the axle rotational speed. The roll resistance coefficient cr is estimated by measuring
the vehicle axle torques and the dynamometer forces Fdyna. The vehicle mass Mveh and the
axle load distribution ν are estimated via a scale. The mass is considered as an epistemic
interval IMveh =

[
Mveh, Mveh

]
, as described in Figure 2c, because its natural variation was

smaller than the error of the measurement procedure. The air density ρ, front surface A
and air drag coefficient cd are considered as deterministic because they are parameters
of the roller dynamometer. Based on these parameters, the dynamometer determinis-
tically calculates target longitudinal drive forces. The roller dynamometer calibration
uncertainty Cdyna is introduced to consider the uncertainty of the actually applied forces.
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The calibration factor is estimated in a rollout test. The uncertainties of the motor µmot
and power electronics efficiencies µPE are quantified through five efficiency maps, which
are available in Wacker et al. [53]. The vehicle speed vveh is measured three times via the
vehicle axle rotational speed. The propagation of the presented characteristic curves and
maps is challenging but important, because they are often used in engineering systems. As
their entries are dependent on each other, their entries cannot be varied independently. To
create a new random map for propagation, the dependencies must be expressed through
several independent hyper parameters. They can be estimated through additional mea-
surements or physical dependencies such as the temperature. Since there are no additional
measurements and no more detailed models for this purpose, the raw measurements are
used. Because the five efficiency maps and the three speeds have an equal probability of
occurrence, they will be randomly propagated with a uniform distribution. The notation
U (Map1, Mapn) is used in this paper to express this idea.

5. Validation Domain

The resulting reliability of several validation parameter configurations is estimated
in the validation domain. This includes the explanation of parameter configurations,
their measurements, simulation results and a validation metric. In addition, validation
decision-making and validation uncertainty learning are explained with an example. This
is essential for the prediction of the result reliability of application parameter configurations.
All results are compiled in Table 2. The configuration parameters are estimated as explained
in Section 4.3.

Table 2. Validation model uncertainty learning data set with the variation of 10 linear combinations of the regressor
parameters θv

r = [Mveh cd ptyre] forming the input data set Θv
r 10×3 ∈ Θv, with 10 corresponding results of the model

uncertainty uv forming the result data set ûa. ys, 1−3 are three single measurements of the consumption in the WLTP cycle
used for the calculation of uv. crr and rwheel are additional data resulting from the changing tyre pressure ptyre.

ni Mveh in kg cd ptyre in bar crr in ‰ rdyn in mm yv
s, 1−3 in Wh uv in Wh

1 [925, 933] 0.37 2.5 N (10.37, 0.8172) N (275.2, 0.222) (1183, 1182, 1181) 56.40
2 [1025, 1033] 0.37 2.5 N (10.37, 0.8172) N (275.2, 0.222) (1293, 1280, 1300) 19.86
3 [1125, 1133] 0.37 2.5 N (10.37, 0.8172) N (275.2, 0.222) (1358, 1344, 1337) 26.56
4 [1225, 1233] 0.37 2.5 N (10.37, 0.8172) N (275.2, 0.222) (1411, 1406, 1401) 32.41
5 [1025, 1033] 0.27 2.5 N (10.37, 0.8172) N (275.2, 0.222) (1144, 1139, 1141) 49.69
6 [1025, 1033] 0.32 2.5 N (10.37, 0.8172) N (275.2, 0.222) (1205, 1200, 1205) 43.69
7 [1025, 1033] 0.42 2.5 N (10.37, 0.8172) N (275.2, 0.222) (1305, 1307, 1319) 50.64
8 [1025, 1033] 0.37 1.5 N (13.20, 0.8732) N (273.8, 0.262) (1306, 1339, 1320) 43.61
9 [1025, 1033] 0.37 2.0 N (11.52, 0.8792) N (274.6, 0.162) (1321, 1311, 1302) 23.35
10 [1025, 1033] 0.37 3.0 N (9.43, 1.0832) N (275.8, 0.212) (1279, 1281, 1276) 24.83

5.1. Validation Parameter Configurations

The variations of all linear combinations of the parameter θ form the possible pa-
rameter configuration space Θ. Because measuring all parameter combinations is too
time-consuming, ten linear combinations θv that form the validation parameter configu-
rations Θv ⊆ Θ are used. During the variation, only the three parameters θv

r are varied.
They are chosen to cover the three mayor driving roll, acceleration and air resistances of the
longitudinal consumption cycle of the WLTP. They separate the parameter configuration
θv into fixed and regressor parameters defined as:

θv = (θv
fix, θv

r ) (5)

θv
r =

[
Mveh cd p

]
⊆ θv (6)

θv
r is called regressor, because this vector will be used for validation uncertainty learning

with regression. The minimum amount of validation experiments for the uncertainty
learning method used is nmin = (p− 1) + 2 = 5, while (p− 1) is the amount of regressor
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dimensions. One base configuration using the parameters of Table 1 is varied by the
one factor at a time (OFAT) method to form the ten validation parameter configurations
shown in Table 2. The ten parameter configurations θv

r form the regressor validation
parameter configurations Θv

r ⊆ Θv. It is generally advisable to use a random or similar
design of experiment (DoE) because of a better coverage of the validation domain and
better consideration of correlations. Nevertheless, the OFAT is used for two important
practical reasons. The first is that changing multiple parameters at once for each test leads
to more errors due to changeovers and is more time-consuming. The second reason is to
facilitate the analysis by first changing only one parameter instead of executing the entire
DoE. Identifying errors is possible at an early stage and analysing this method is easier if
individual parameters are left constant. This is why three parameter configurations are
measured for each of the three dimensions. Together with the base configuration, there
are ten configurations, which is more than the minimum of five configurations. Since one
aim of this paper is to prove the validity and the real world applicability of this method,
transparent and simple analysis is considered more important than good coverage of the
validation domain.

5.2. System and Application Assessment

The measurement results of all ten configurations are summarised in Table 2.
Viehof [39], (p. 74) infers from the student t-distribution that at least three test samples
should be derived per parameter configuration in the automotive validation. Consequently,
the framework independently conducts the test three times for each configuration. In the
application assessment, the final value of the measured cumulative consumption is used to
estimate the total consumption of the vehicle. The result is shown in row yv

s, 1−3.

5.3. Model and Application Assessment

A non-deterministic simulation model Gm is used to consider uncertain parameters in
the framework, defined as:

Gm :
(

fX(x), fΘv
(
θv)) 7→ FYv

m(y
v
m|Gm). (7)

A non-deterministic model can be expanded from a deterministic one by integrating
over uncertain input probabilities and the model to create the uncertain output total
consumption. Therefore, the integral of

FYv
m(y

v
m|Gm) =

∫
fYv

m(y
v
m|Gm, θv, x) fΘv

(
θv) fX(x) dθv dx dyv

m (8)

needs to be solved. Because the integral cannot be estimated analytically, one possibility
is to use uncertainty propagation by evaluating the deterministic model multiple times.
The methods of the probability-bound analysis of (Oberkampf and Roy [21], p. 609) are
used to propagate the aleatory and epistemic uncertainties of the model parameters

θv =
(

θv
ep, θv

al

)
. (9)

Since the distributions of the epistemic parameters fΘv
ep

(
θv
ep
)

are unknown, the propagation
needs to be executed in two loops. First, all aleatory fΘv

al

(
θv
al
)

uncertainties are propagated
with random Monte Carlo sampling through the model. Regarding the sample size, the
paper focuses only on characterizing the output CDF and not the internal behaviour of
the model with input output mapping. Additionally, the non-deterministic simulation
is considered as an experiment with a random outcome. Thus, the CDF can be approxi-
mated with random sampling where the sample size is chosen as in a real world random
experiment ([54], p. 93). If the result is normally distributed, a minimum of 32 samples
is needed [55]. More samples should be chosen if higher accuracy is needed or a model
containing inconsistencies is more complex. Obekampf and Roy [40,56] use 100 samples to
calculate the CDF of a supersonic nozzle thrust. The paper’s example should be able to
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estimate a 99.9% confidence band around the mean value. To meet this requirement, a DoE
with the minimum necessary number of samples of 2000 is used for the aleatory loop. The
DoE propagates the parameters with aleatory uncertainties to calculate the CDF

FYv
m

(
yv

m|Gm, θv
ep

)
=
∫

fYv
m

(
yv

m|Gm, θv
al, θv

ep, x
)

fΘv
al

(
θv

al
)

fX(x) dθv
al dx dyv

m (10)

conditioned at the model and a fixed epistemic parameter sample θv
ep. The input pa-

rameter distributions of Table 1 are used to randomly create aleatory samples. All epis-
temic uncertainties are varied in an outer loop, creating i ∈ 1, . . . l CDFs FYv

m

(
yv

m|Gm, θv
ep,i
)
.

Since the edges of the epistemic intervals should be considered, the vehicle mass Mveh
is manually sampled three times (θv

ep,1 = 1025 kg, θv
ep,2 = 1029 kg, θv

ep,3 = 1033 kg). If this
requirement is not needed, quasi random sampling with the LPτ sobol-sequence is most
appropriate due to its expandability and space-filling properties [57]. The upper and lower
bound of all CDFs ∑l

i=1FYv
m

(
yv

m|Gm, θv
ep,i
)

form the p-box BYv
m(y

v
m) defined in:

yv
m ∼ BYv

m(y
v
m) =

[
FYv

m
(yv

m), FYv
m(y

v
m)
]

(11)

This represents the output uncertainty due to the model input. The result of the non-
deterministic model is shown in Figure 7.

5.4. Validation Metric and Decision-Making

The aim of the validation metric Gval is to estimate the inherent model uncertainty uv

as follows:
Gval : (yv

m, yv
s ) 7→ uv (12)

Oberkampf and Roy [21], (p. 36) call this the model form uncertainty. They use the
area validation metric (AVM) for validation [40]. This is an epistemic uncertainty and
is estimated through the difference between the uncertain simulation output and the
measurement data. The AVM of the second parameter configuration is the green area
between the p-box of the simulation output and the measured CDF shown in Figure 7.

Figure 7. Area Validation Metric AVM calculated from the uncertain simulation output yv
m of the

model Gm and the uncertain system measurements yv
s .

All result values of the model form uncertainties uv in the validation domain are
listed in Table 2. Depending on the value of the model uncertainty, a validation decision
can be made with Gdec. If a threshold is defined where the model uncertainty should be
lower than 5%, Table 2 shows that the results uv are precise enough for the intended use-
case. This decision-making with no additional analysis, as often occurs in the automotive
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domain, is not recommended by the authors. Assuming validity at this point is misleading
and results in the fallacy that the model is valid in general. General validity is not possible
because validity cannot yet be proven for each application. One should continue with
the validation of each application to validate each simulation result, as described in the
next sections.

5.5. Validation Uncertainty Learning

To estimate the model uncertainty for the evaluation of a new application parameter
configuration, an uncertainty learning method Glea is needed to train a prediction model
Gva

pred based on the measured regressor validation parameter configuration space Θv
r and

the corresponding measured validation uncertainties uv. A possible solution for this
learning model

Glea : (Θv
r , uv) 7→ Gva

pred (13)

is discussed in this section. There are various possibilities to train such a prediction
model. Since the aim of this framework is wide applicability, the requirements of the
prediction model are general applicability, minimum amount of data learning points,
no over-fitting, high extrapolation capability and the uncertainty quantification of the
prediction reliability based on model fit error. Basic surrogate models using the Gaussian
process (GP) need large datasets and the prediction capability outside the scope of the
dataset is low because the model converges to the mean of the initial function [58]. A
surrogate model using polynomial chaos expansion (PCE) also has the disadvantage of
needing more data. Additionally, PCE does not deliver information about the quality of the
fit, which disables uncertainty quantification of the prediction reliability [59]. As proposed
by Oberkampf and Roy [21] and Roy and Balch [56], the framework consequently uses
simple linear regression. Additionally, a prediction interval for a single future value is
calculated that considers the error of the regression fit and thus the non-linearities of the
prediction. Higher polynomials are also possible but they need more data and there is
a greater chance of over-fitting. The prediction interval is based on the confidence band
which was first solved by Working–Hotelling [60] for simple linear regression. It is the best
solution for this purpose and has no competition in general, as (Miller [61], p. 112) states.
A linear regression forms the mean of the prediction interval. The width is calculated from
the quality of the regression fit depending on the error between the data points and the
response surface. A general multiple linear regression model with a normal distributed
error is assumed:

Y = Xβ + e

e ∼ N (0, σ2I) (14)

Xn×p = [x0,n×1, x1,n×1, . . . , xp−1,n×1] has rank p (p < n),

where x0 ≡ 1. Yn×1 are the n observations of the n regressors [x1, . . . , xp−1]n×1. p − 1
defines the dimension of the regressors and is the number variable inputs of the regres-
sion and the subsequent prediction. The regression model forms a p dimensional space.
The estimators β̂ and s of the unknown parameters β and σ in the linear model can be
approximated with:

β̂ =
(

XTX
)−1

XTY (15)

s =

√
YTY− β̂ XTY

n− p
(16)

For a fixed β, Equation (17) creates a surface over the p dimensional space. Ỹ1×1 is the
mean prediction of the fitted surface at the predictor point x̂1×p = [x̂0, x̂1, . . . , x̂p−1].

Ỹ = x̂β̂ (17)
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If k is the number of simultaneously predicted points, the simultaneous prediction intervals
IŶ(ŷ|x̂) can be estimated for each of the k future values so that they all fall into their
respective intervals with a total confidence of 1− α. This paper uses the Working–Hoteling–
Scheffé type prediction interval calculated as:

IŶ(ŷ|x̂) =
[
ŷ(x̂), ŷ(x̂)

]
= Ỹ∓

(
kFα

k,n−p

)1
2 s
[
1 + x̂(XX)−1x̂T

] 1
2 (18)

As described by Lieberman [62], the Working–Hoteling–Bonferroni type prediction interval
can be used by replacing (kFα

k,n−p)
0.5 with tα/(2k)

n−p . Statisticians can choose the smaller
interval as (Miller [61], pp. 116–117) states. Both are equal for k = 1. This paper only
considers the 1− α non-simultaneous prediction interval for a single k = 1 future value.
In this case, an interval for the model uncertainty û is predicted to estimate a conservative
maximum value ûa for the model uncertainty in the application domain. Therefore, the
framework trains a learning model Glea with the general multiple linear regression method
deduced in Equation (14). The n = 10 measured validation uncertainties uv

10×1 are used
as regressants and the corresponding regressor validation parameter configuration space
Θv

r 10×3 shown in Table 2 to create a p = 4 dimensional regression model. There are
p − 1 = 3 regressor parameters Mveh, cd and ptyre. The regressors and regressants are
described as follows:

Y10×1 = uv
10×1 =

 uv
1
...

uv
10

 (19)

X10×4 =
[
110×1 Θv

r 10×3
]
=

 11 Mveh,1 cw,1 ptyre,1
...

...
...

...
110 Mveh,10 cw,10 ptyre, 10

 (20)

To learn a linear response surface, the framework first calculates β̂ and s with Equations (15)
and (16) using X and Y. The learned response surface shown in Equation (21) predicts
the mean validation uncertainty ũ, depending on the predictor parameter configuration
θa

p shown in Equation (22). At this point, a restriction must be mentioned. Because the
regression was trained with the variation of the regressor parameter configuration θv

r ,
which has three dimensions, the calculated prediction interval is only valid for the same
dimensions. This means that the application parameter configuration θa = (θv

fix, θa
p) allows

only variations in the linear combinations of the predictor parameters θa
p = [M̂veh ĉd p̂tyre].

The parameters θv
fix must stay as in the validation domain.

ũ1×1 = Ỹ1×1 = θ̂β̂ (21)

θ̂1×4 =
[
1 θa

p
]
=
[
1 M̂veh ĉd p̂tyre

]
(22)

Based on the learned response surface, a 1− α prediction interval I(1−α)·100
Û

(
û|θ̂
)

for a
single future value of û of the predictor input θ̂ can be calculated. Using the mentioned
input parameters with 1− α = 95% confidence,

I95
Û

(
û|θ̂
)
=
[
û
(
θ̂
)
, û
(
θ̂
)]

= ũ∓
(

F0.05
1, 6

)1
2 s
[

1 + θ̂
(

XTX
)−1

θ̂
T
] 1

2
(23)

calculates the necessary interval. So the conservative prediction of the model uncertainty
ûa = û

(
θ̂
)

is the maximum value of the interval. Evaluating Equation (23) in the whole
application parameter space creates the uncertainty learning diagram of ûa in Figure 8.
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Figure 8. Trained uncertainty prediction model Gpred
(
θa) showing the predicted model uncertainty

ûa depending on the application parameter configuration θa.

The result of the described uncertainty learning model Glea is the trained prediction
model Gva

pred = ûa = û
(
θ̂
)

in Figure 8. One can see that in the areas where more support
points are evaluated, the predicted uncertainty is low and increases when moving away
from those points. This behaviour is plausible. With a random DoE instead of the OFAT
design that was used for validation parameter configurations, lower uncertainties can be
reached over a larger area because the support points are more evenly distributed.

6. Application Domain

By predicting the model uncertainty, the application domain validates the model in
a new application parameter configuration in which no real system measurements are
available. Based on a trained prediction model Gva

pred from the validation domain, the
inherent model uncertainty ûa can be approximated for the actual use-case. Combining this
model uncertainty with the non-deterministic output of the simulation, the total prediction
uncertainty of each single simulation result can be estimated individually.

6.1. Application Parameter Configurations

The variations of all linear combinations of the parameter θ form the possible parame-
ter configuration space Θ. Because the model was trained with the regressor validation
parameter configuration space Θv

r varying only the three parameters θv
r = [Mveh cd ptyre],

only the variation of linear combinations of θa
p forming the predictor parameter config-

uration space Θa
p is feasible. The application parameter configuration θa is made up of

the fixed parameters θv
fix from the validation domain and the predictor parameters θa

p as
described in:

θa =
(

θv
fix, θa

p

)
(24)

θa
p =

[
M̂veh ĉd p̂tyre

]
∈ θa (25)

θa forms the application parameter configuration space Θa ⊆ Θ.

6.2. Model Simulation and Application Assessment

No real system is available in the application domain. So only the model Gm is propa-
gated similar to Section 5.3. The difference is that the application parameter configurations
θa ∈ Θa are the input and ya

m the output of the model as calculated in::

ya
m ∼ BYa

s (y
a
m) =

[
FYa

m
(ya

m), FYa
m(y

a
m)
]

(26)
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6.3. Validation Uncertainty Prediction and Integration

The prediction model Gpred estimated in Section 5.5 and shown in Equation (27)
predicts the validation uncertainties ûa from the predictor parameter configurations θa:

Gpred : θa 7→ ûa (27)

ûa(θa) = ûa(θv
fix, θa

p
)
= û

(
[1 θa

p]
)
= û

(
θ̂
)

(28)

An uncertainty integration model Gint integrates the non-deterministic model output
uncertainty ya

m, the predicted model validation uncertainty ûa and the numerical uncer-
tainty unum:

Gint : (ya
m, ûa, ûnum) 7→ ŷa

m (29)

In this case, all uncertainties are added left and right to the p-box of the model output
uncertainty ya

m to form the total prediction uncertainty

ŷa ∼ BŶa(ŷa) =
[
FYa

m
(ya

m − ûa − unum), FYa
m(y

a
m + ûa + unum)

]
. (30)

The resulting total prediction uncertainty is illustrated in Figure 9.

6.4. Application Decision-Making

The application decision-making model Gdec in Equation (31) decides if the individual
result of the simulation is precise enough for the application or not.

Ga
dec :

(
ŷa, ta

y
)
7→ d̂a =

{
1 if max

[
I95
Ŷa(ŷ

a)
]
−min

[
I95
Ŷa(ŷ

a)
]
≤ ta

y

0 else
(31)

The example assumes that the threshold for the width of the 95% confidence interval is
ta
y = µŷa

m · 30%, while µŷa
m is the mean of the p-box. A conservative 95% confidence interval

can be calculated based on the p-box BŶa
s
(ya

s) shown in Figure 9 that represents the total
prediction uncertainty. The lower and upper limits of the interval are estimated by the
2.5 percentile of the p-box’s left CDF and the 97.5 percentile of the p-box’s right CDF.

Figure 9. Total prediction uncertainty ŷa of the consumption.

Table 3 summarises all results and shows that I95
ŷa

m
(ŷa

s) ≤ ta
y. Under this condition, the

result is valid and precise enough for the current individual application. Other tolerance
values are possible. Another criterion for a different use-case where the consumption
should be lower than a specific value with a confidence of 95% is also possible.



Appl. Sci. 2021, 11, 1983 17 of 22

Table 3. Test data set with model uncertainties of WLTC depending on application parameters θa.

No. M̂veh in kg ĉd p̂tyre in bar ûv in Wh Ia
Ŷ

95 in Wh ya
s, 1−3 in Wh uv in Wh I95

Ya in Wh

1 [925, 933] 0.32 3.0 91.40 1171± 14 % (1134, 1124, 1121) 38.74 1171± 9%
2 [1225, 1233] 0.47 2.0 76.29 1584± 10 % (1533, 1524, 1518) 53.93 1584± 8%

Since the total prediction uncertainty in the form of the p-box includes a lot of informa-
tion for current and future use-cases, it should always be kept together with the validation
result. This information is essential to improve the M+S process. The shape of the p-box
enables a systematic reduction of the total prediction uncertainty of the SRQ. The authors
recommend four strategies to efficiently improve automotive M+S processes:

1. Measure the epistemic parameters more precisely to reduce the blue area.
2. Control the test setup to reduce the natural variation of the aleatory parameters,

resulting in a smaller width of the s-curve.
3. Use a more detailed model to reduce the inherent model error and validate it in more

validation parameter configurations to reduce the prediction uncertainty. This results
in a smaller green area.

4. Use finer steps to reduce numerical uncertainties.

With these suggestions and the information in the p-box, the user can choose the most
efficient way to reduce uncertainties and improve the simulation model and reliability
assessment.

7. Validation and Discussion of the Framework

This section validates the uncertainty prediction method by using additional test data
and to critically discuss the methods used in the framework. The uncertainty prediction
method is considered to be valid if the predicted uncertainty is higher than or equal to
the corresponding measured uncertainty. For practical use, a small interval is targeted.
Since no interval has existed in the automotive domain until now, calculating any interval
already improves validation in the automotive domain. Thus, this paper focuses more on
a conservative prediction, while additionally making suggestions as to how to keep the
predicted interval small. Two of the test parameter configurations shown in Table 3 are
measured to validate the extrapolation capability, as well as the ten training parameter
configurations. All three parameters θa

p = [M̂veh ĉd p̂tyre] are changed randomly at the
same time. The left side of Figure 10 shows the predicted total output uncertainty of the two
application configurations in form of the p-box BŶa and the 95% total prediction interval
I95
Ŷa . Using the measurements ya

s, 1−3 instead of the prediction model Gpred to calculate the
real uv, the real total output uncertainty BYa and the corresponding interval I95

Ya can be
calculated. It can be observed that the predicted values are larger and include the measured
uncertainty. Consequently, this prediction method is defined as being valid.

The overall result of the whole output of the framework is a confidence interval of
the SRQ together with a high-information p-box. The result of a conventional validation
method is a single value. Since no uncertainty learning is used in conventional validation,
there is no information about the validity of the individual use-case in the application
domain. Declaring this single value to be a valid result would be conjecture. Compar-
ing both validation outputs, the VV+UQ framework provides a more precise reliability
quantification across a large application domain and improves conventional validation.
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(a) Application 1 predicted u = ûa (b) Application 1 measured u = uv

(c) Application 2 predicted u = ûa (d) Application 2 measured u = uv

input uncertainty 
numerical uncertainty 

model form uncertainty 
measured system output 

Figure 10. Validation of the uncertainty prediction method showing the 95% confidence interval of
the total output uncertainty of the two test application parameter configurations. The left side shows
the predicted total uncertainty BŶa using the predictions of Gpred to predict the model uncertainty
ûa. The right side shows the measured total uncertainty BYa using additional measurements and the
AVM to calculate the real model uncertainty uv.

Furthermore, additional aspects of the validation framework are discussed. The first is
the framework’s efficiency, where the measuring and computational costs of the validation
are related to the costs saved through the reuse of the gathered information. As described
in Table 4, it will take approximately 100 h on the test bench and 2.5 h on the described
cluster to measure all validation parameter configurations on the test bench, validate them,
train a prediction model and make the first prediction.

Table 4. Time needed to measure the parameter configurations on the roller dynamometer and to
calculate them on a cluster with 40 Intel Xeon Processors at 2.4 GHz.

Time Location

Measure one configuration three times 10 h− min − s Test bench
Calculate model uncertainty of one config. 14 min 13 s Cluster
Calculate model uncertainty of all ten configs. 2 h 22 min 18 s Cluster
Train uncertainty learning model 6 s Cluster
Predict new parameter configuration 14 min 32 s Cluster

To demonstrate the advantage of the framework, which enables the reuse of the
data, three scenarios are considered. Because the data are reused, any future prediction
takes about 15 min of calculation on the cluster instead of 10 h on the test bench. If a
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more sophisticated model with more uncertain parameters were to be implemented, the
validation measurements can be reused to validate the new model. Nevertheless, the
model uncertainty and the prediction model must be recalculated. It should be noted that
although the new model might have more parameters and more uncertainties, the needed
samples for each configuration will remain the same because relevant value is the output
distribution of the SRQ (Section 5.3). If a prediction of new predictor parameters is needed,
such as the consideration of the ambient temperature, additional validation parameter
configurations must be measured and evaluated. The initial measurements can be reused.

The next point is to discuss the amount of data points used for the prediction model.
The minimum amount of data points n is defined in Equation (14), meaning that if only
one parameter is to be predicted, at least three p < n validation configurations are needed.
If no prediction is required, only one validation configuration is needed. Because the
number of data points, the error of the response surface and the distance between training
data and prediction are considered, a low quality fit with few training data and a large ex-
trapolation range will lead to a high prediction uncertainty. If this uncertainty is unfeasibly
high, more learning data must be added by measuring additional validation configurations.
The framework becomes more valuable whenever more data about the system are available,
because the predictions become more precise and narrower. As can be seen in the previous
example in Figure 9, the prediction is narrow enough for the considered application. In this
case, the ten learning points of the validation domain are enough.

Finally, the method used for the learning model is discussed. If the prediction in-
terval is not precise enough, there is the possibility to improve the learning model. As
confirmed by the literature in Section 5.5, basic GP and PCE do not meet the requirements.
Nevertheless, more sophisticated GPs can be used if they are combined with kernels for
pattern discovery [58,63]. Moreover, an improved PCE method can be used if it is ex-
panded with a confidence interval, which can be constructed by a bootstrap method [59]. It
should be noted that these algorithms need more validation data configurations, which
significantly increases the validation effort considering that one data point needs 10 h
of measuring time on the roller dynamometer. As the goal of the paper is to prove the
feasibility and validity of the framework, the chosen extrapolation method is reasonable.

8. Conclusions

It is possible to flexibly validate every single simulation result of every individual
application parameter configuration with the statistical validation framework. To enable
the virtual vehicle development, including the new emerging powertrain systems, the
framework focuses on complex total vehicle simulations with the simultaneous change
of a high number of parameters to form a large application domain. It uses validation
uncertainty learning to approximate a conservative model uncertainty and combines this
with non-deterministic simulation results. The output is a high-information total prediction
uncertainty in the form of a p-box. The framework is explained, validated and discussed
with real-world data from roller dynamometer experiments and a powertrain model of
the prototype vehicle NEmo. The framework solves the four insufficiencies in automotive
validation. The solutions are concluded as follows:

1. The binary, low-information validation result is solved by the high-information total
prediction uncertainty in the form of a p-box.

2. The negligence of uncertainties is solved by considering uncertainties and non-
deterministic simulations.

3. The low extrapolation capability of the model reliability is solved by uncertainty
learning and prediction.

4. The resulting small application domain is solved by uncertainty prediction in large
application domains.

Solving the new key requirements and using the knowledge deduced from the real-
world problem enables four improvement strategies described in Section 6.4. Together with
the framework’s validation results, they allow precise targeting of most relevant uncer-
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tainties to efficiently reduce errors in automotive M+S processes and to increase the total
system safety and efficiency. Since the framework can be implemented with the third
measurement, and because there are no additional costs apart from the implementation
and computational effort, the framework improves the validation without significantly
increasing the validation cost and time. The key requirements for complex total vehicle
simulations of precise reliability quantification in a large application domain at reasonable
cost and time are fulfilled. They enable the creation of new knowledge, the transparent
evaluation of options for action and the safety-relevant decision justification based on
simulation results in the vehicle development process. The validation framework, together
with the vehicle parameters and detailed measurements, are published as an open-source
document [44] together with this paper.
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