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Abstract: Under strong winds, the effect of sudden windbreak transition (WT) on high-speed trains
is severe, leading to a deterioration of train aerodynamics and sudden yawing motion of the car
body. To address these problems, based on a high-speed train and the specific geometric conditions
derived from Xinjiang railway, first, the impact of a WT on the train and reasons for sudden changes in
aerodynamic forces were determined by flow structural analysis. Furthermore, based on a multibody
system dynamic model, the dynamic responses to WT were analysed. The results show that the impacts
of WT were the strongest on the head car. WT had a strong effect on the train due to the unreasonable
structural shape and the insufficient height of the windbreak in the transition region. This led to a
strong push effect on the train; subsequently, the train’s dynamic characteristics deteriorated.

Keywords: high-speed train; windbreak transition (WT); crosswind; aerodynamics; dynamic responses

1. Introduction

In strong wind areas, crosswinds are a typical safety risk for train operation, and
train aerodynamics are important to consider [1–3]. High-speed trains are affected by
various factors, including the nose and head shape, the car body shape, the pantograph,
and the train speed [4]. Furthermore, wind speed is a key factor that been studied using
prescribed yaw angles for various train speeds [5]. Various methods are applied to study
train aerodynamics under crosswinds. Generally, full-scale tests can directly reflect the
aerodynamic performance of a train [6,7]. In the United Kingdom, Gallagher et al. [8]
compared the aerodynamic performances of trains using the CFD method, model testing,
and full-scale tests under crosswinds. Due to the limitations of full-scale tests, such as the
high cost and experimental settings, model tests are typically conducted, which include the
wind tunnel and moving model tests [9,10]. Various wind tunnel tests have been conducted
with crosswinds, including studies of current and new train designs [11], investigation of
the geometric details on train aerodynamics [12], etc. Pressure is easily measured with
moving model tests, but aerodynamic forces are not easy to measure directly. Therefore,
Xiang et al. [13] and Liu et al. [14] developed a method for examination of the aerodynamic
force characteristics of moving vehicles under crosswinds. With a focus on train stability
under crosswinds, Dorigatti et al. [15] compared static and moving experimental results
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for a model passenger train and found that there were small differences in the pressure
distributions that were limited to the nose and underbody of the train. With advancements
in computational efficiency, an increasing number of studies on train aerodynamics have
been conducted using the CFD method [16], including studies on the effect of bogie’s
geometric complexity on force measurement, the slipstream of freight trains and passenger
trains under crosswinds [17,18], and the prediction performance of different turbulence
models for train aerodynamics under crosswinds.

Terrain and facilities surrounding the railway, including cuttings, embankments,
bridges, and tunnels, affect trains in the presence of crosswinds [19,20]. Owing to vary-
ing terrain, transition regions can be generated beside the railway. Under a crosswind,
these transitions lead to an unsteady wind. Using a wind tunnel test, Zhang et al. [21]
built a 1:20 scale model in an attempt to study train aerodynamics in the transition region
between the subgrade and tunnel under crosswinds. The results of their study demon-
strated that the impact of the transition from the cutting to the tunnel was greater than that
of the embankment–tunnel transition. The effects of long-span bridge towers on a train
were investigated by Li et al. [22] and Wu et al. [23] using wind tunnel tests. The results
demonstrated that due to the shielding effects of towers, sudden wind load changes consid-
erably affect train aerodynamics. In addition, the findings indicated that the corresponding
dynamic responses of the train fluctuated considerably.

Windbreak walls are built to protect the running safety of trains under crosswinds due
to their low cost and their effectiveness [24,25]. Uniform and regular windbreaks result
in a significant improvement in train safety in general; however, when the windbreak is
built on varying terrain, windbreak transitions (WTs) occur along the railway. Sudden and
irregular WTs affect a train’s aerodynamic and dynamic performances [26]. For instance, a
windbreak wall was built along the LanXin high-speed railway in China [27,28]; however,
some portions of this railway pass through complex landforms, which include flat ground,
embankments, and cuttings. Therefore, the windbreak was built discontinuously, creating
many irregular transition areas between different types of terrain, as shown in Figure 1.
Full-scale tests were conducted, which showed that when trains passed through WT areas
under crosswinds, a yawing phenomenon occurred. This results in potential effects on
passenger comfort and operational safety.
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Figure 1. WT region on an actual high-speed railway.

According to practice cases, as shown in Figure 1, the focus of the present study
was WT structure shape. We first analysed transient aerodynamic forces, followed by
investigation of the flow field deterioration mechanism in this WT. Furthermore, the
dynamic running state of the train was evaluated.

2. Materials and Methods
2.1. Objective Geometry

The WT was studied based on a model of the characteristics of the actual railway;
detailed shapes and sizes are shown in Figure 2. In practice, the distance from the windbreak
to the centre of the railway is differs between flat ground cutting positions; therefore,
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there is a right-angle connection structure between these two windbreaks. In practice,
the windbreak is modularly constructed, with a fixed length of 5 m, resulting in a height
difference between the two continuous modules. In the computational model studied in this
work, the windward side (WWS) boundary is 60 m from the centre of the double railway
lines, and the leeward side (LWS) boundary is 80 m from the same position. According to
the actual conditions, the train speed is 250 km/h, and the wind speed is 35 m/s, with a
90◦ wind angle. China’s high-speed train, CRH 2, was considered in this study, as shown
in Figure 3. The train height, h, was used as the reference size in the following analyses.
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Generally, the length of a high-speed train is longer than three cars, according to
Niu et al. [29]; with the length of the train increased from one car to four cars under
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crosswinds, the head car’s side force reaches maximum and changes slightly with changes
in length. However, the tail car’s side force decreases as the length of the train increases.
The windproof ability is worse in the WT region, and the wind impacts the train suddenly.
As the length increases, the changing law of the aerodynamic force of the train is the same
as that reported by Niu et al. [29]. Therefore, in terms of the most dangerous car—i.e., the
head car—a length of three cars is sufficient. The aerodynamic forces of the tail car are
higher with the present length than those with a longer train, so qualitative analysis can
be conducted, reflecting the actual situation to some extent. In previous studies [30,31],
sudden aerodynamic forces were also researched for train three cars; therefore, in this
paper, we investigated a case involving three cars.

2.2. Research Method

Based on decomposed sliding mesh technology [32], and to better meet the require-
ments of numerical methods for grid size, a scale model (1/10) was utilized for calculation
and analysis. Because the moving state was studied in the current work and under cross-
winds, there is an unsteady flow around the train, so a turbulence model should be used.
Although large eddy simulation (LES) and detached eddy simulation (DES) can show
more detailed flow structures, they require considerable computational resources and
are time-consuming and costly. However, for research on engineering applications, the
unsteady Reynolds-averaged Navier–Stokes (URANS) method is also feasible for reliable
aerodynamic forces and average flow fields [33]. In previous studies [34,35], the URANS
method and different turbulence models were used for similar research geometry, such
as shear stress transport (SST) k-ω turbulence models, renormalisation group (RNG) k-ε
turbulence, the realisable k-ε turbulence model, etc. Not only does the SST k-ω method
save computational cost, but it also has a higher predicting ability with respect to forces
and the flow field around the train [36,37]. Therefore, a URANS method based on the SST
k-ω method [38] was used in the present study. The time step was set to 0.0001 s to make
the Courant–Friedrichs–Lewy (CFL) less than 1 in most cells around the train. Simulations
were conducted using Fluent 18.1, which is based on the finite volume method (FVM),
to discretise the governing equations. A second-order upwind scheme was set for the
convection and diffusion terms, and a second-order implicit scheme was set for the time
derivative. The pressure–velocity coupling and solution procedures were based on the
Semi-Implicit Method for Pressure-Linked Equations Consistent (SIMPLEC) algorithm.

The size of the computational domain and corresponding boundary conditions are
illustrated in Figure 4. For the fixed domain, symmetry wall boundary conditions were set
for the faces of ABCD, EFGH, and DCGH, with no convective flux across a symmetry plane;
therefore, the normal velocity component at the symmetry plane is zero. To reproduce
the crosswind effect, a velocity-inlet boundary condition was used on the BFGC face. In
addition, a zero-pressure outlet was set for the AEHD face to simulate the real atmospheric
environment. Finally, no-slip walls were used for the ground, windbreak, and train surfaces.
In the sliding zone, the IJKL and MNOP faces were zero-pressure outlets, and the other
faces were interface boundary conditions.
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2.3. Computational Mesh

The mesh was an unstructured hexahedral grid generated by OpenFOAM. As shown
in Figure 5a, two boxes were used to refine the railway region; a fine mesh was used along
the 3/4 length of the railway. The WT region and the sliding mesh domain were set as
extra-fine mesh. Figure 5b shows the mesh around the train and windbreak, as well as the
corresponding layer meshes. To capture the high gradient velocity change near the wall,
ten prism layers were attached to the train surface; the height of the first layer was 0.1 mm,
and the average nondimensional wall distance (y+) was approximately 30–40 around the
geometry. In Fluent [39], a y+-insensitive wall treatment was embedded into the ω equation
to blend the viscous sublayer and the logarithmic layer formulations; therefore, the shear
stress in the first cell close to the wall can be determined reliably.
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Figure 5. Computational mesh: (a) different views and (b) the mesh around the model and the
surface layer mesh.

Furthermore, as presented in Table 1, three different mesh resolutions—coarse mesh
(22 million), medium mesh (41 million), and fine mesh (64 million)—were considered to
avoid the mesh sensitivity. As shown in Figure 6, when the train was stationary in the WT
region, the Cp values (defined in Equation (1)) along the middle cross section of the head car
were compared for the different mesh resolutions. Due to the poor wind-proofing ability
of the WT, the WWS and bottom pressures were greater than those of the LWS and top,
respectively, resulting in sudden positive side and lift forces. The three mesh resolutions
resulted in a similar phenomenon. However, in both top-corner positions, there was an
obvious deviation between the results of coarse mesh and those of medium mesh and
fine mesh. Results obtained from the medium and fine meshes were in closer agreement.
Therefore, the finer mesh was deemed unnecessary for the simulations, and the medium
mesh was used in the present work.

Table 1. Details of the different grid resolutions.

Item Coarse Medium Fine

Number of volume meshes/million 22 41 64
Size of the smallest mesh on train surface/mm 3.1 1–1.6 0.96

Number of prism layers 10 10 10
First boundary layer/mm 0.31 0.1–0.16 0.096
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2.4. Data Processing

In this work, non-dimensional coefficients were utilized. As shown in Equation (1), Fy,
Fz, and Mx are the side force, lift force, and roll moment, respectively, where ρ is the dry air
density under standard atmospheric pressure conditions (101,325 Pa) and the temperatures
at 15 ◦C, which is 1.225 kg/m3, and u is the train speed. A is the reference area, which is
11.22 m2 in the full-scale projected area; and l is the reference length, which is 3 m for the
full-scale train. Cp is the pressure coefficient; P is the static pressure on the train surface;
and P0 is the reference pressure, which is 0 Pa. In Equation (2), the non-dimensional time
t* is used, t is the physical computational time. In Equation (3), U is the non-dimensional
velocity obtained from the ratio between the speed of the domain and the crosswind.

CFy = Fy/(0.5 ρu2A); CFz = Fz/(0.5 ρu2A); CMx = Mx/(0.5 ρu2Al); Cp = (P − P0)/(0.5 ρu2) (1)

t* = tu/h (2)

U = Udomain/Ucrosswind (3)

2.5. Results Validation

The time step, grid generation, and mesh independence were selected in Sections 2.2 and 2.3.
The numerical algorithm can be considered to be reliable if results of the numerical simulations
were similar to those of wind tunnel tests. Due to the lack of experimental data for comparison
with the computational model used in the current work, a previously reported wind tunnel
test for a 1:8 scale high-speed train under crosswinds was used for validation [40]. To make the
verification more reliable, the same train model and wind tunnel were used in the numerical
simulation. The CRH 2 train model was used in this study, so validation was conducted based
on the CRH 2 train. Yaw angles from 0◦ to 19.8◦ and aerodynamic forces were investigated in
an 8 m × 6 m wind tunnel [40]. In the simulation, a resultant wind speed was used to achieve
the yaw angle of the test, so the width of the computational domain was wider than that of the
experiment, and the length was also longer to allow improved development of the inlet wind.
However, the height was identical to that of the wind tunnel test. The numerical method, mesh
strategy, and other relative settings were the same as those described above.

Table 2 shows a comparison of aerodynamic forces between the simulation and the
test. The maximum deviation between the simulation and the test was less than 5% for
the tail car, possibly as a result the complicated flow underneath the tail car. Overall, the
comparison results indicate that the relevant numerical settings in the present work are
feasible for further CFD analysis. The train’s aerodynamic forces are dominated by the flow
structures, indirectly proving that the analysis of average flow structures presented in this
paper is acceptable; this indirect approach was also used in previous studies [41].
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Table 2. Comparison of the side and lift force coefficients between the wind tunnel tests and
simulations under a crosswind at a yaw angle of 19.8◦.

CFy CFz

Head Car Middle Car Tail Car Head Car Middle Car Tail Car

Test 1.932 0.942 0.302 1.999 1.464 1.198
Numerical 2.010 0.957 0.312 2.012 1.480 1.253

Error 4.04% 1.59% 3.31% 0.65% 1.09% 4.59%

3. Results, Analysis, and Discussion
3.1. Transient Aerodynamic Forces

Figure 7 shows the aerodynamic forces and moment variations of each car along
the WT. The time mark shows the time at which each car passed the WT region. The
aerodynamic coefficients exhibited sudden changes in the region of the WT, and the impact
of this change was delayed after the WT. In particular, as indicated by the dashed circle
in each figure, there was a sudden increase in the values of CFy, CFz, and CMx for each car,
although there was a certain distance between this change position and the WT region.
The impact of the WT occurred at about t* = 38 for the head car, at about t* = 40 for the
middle car, and at about t* = 50 for the tail car. After the impact of WT, the aerodynamic
performance recovered to a relatively steady state in the cutting after approximately t* = 85
for the head car, t* = 90 for the middle car, and t* = 100 for the tail car. Therefore, the
continuous impact time of the WT was approximately ∆t* = 47, ∆t* = 50, and ∆t* = 50 for
the head car, middle car, and tail car, respectively.
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Figure 7. Aerodynamic forces and moment variation along the WT: (a1–a3) CFy of head car, middle
car and tail car, respectively, (b1–b3) CFz of head car, middle car and tail car, respectively, and (c1–c3)
CMx of head car, middle car and tail car, respectively.
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The impact times of the WT on each car were similar, but the strongest impact occurred
on the right-angle structure of the windbreak, as shown in Figure 7. The aerodynamic
forces changed from a minimum to a maximum and then dropped to the minimum value.
The transient time (∆t)* of the head car was the shortest, followed by the middle car and the
tail car. With respect to the peak-to-peak values of CFy, CFz, and CMx around the right-angle
windbreak region, that of the head car was significantly larger than those of the middle car
and the tail car. This indicates that the impact of such a WT was more significant for the
head car.

Furthermore, as shown in Table 3, in the flat ground and cutting position, the value
of CFy for each car was negative, whereas CMx had positive values. This indicates that
the backflow was dominant in the flat ground and cutting positions. However, in the WT
region, not only was the original steady state broken by the sudden peak value, but the
action directions of the aerodynamic loads were opposite to those in the flat ground and
cutting positions.

Table 3. Aerodynamic coefficient in different positions along the WT.

Flat Ground
Transition Region:
Maximum Sudden

Peak Value
Cutting

Head Car Middle Car Tail Car Head Car Middle Car Tail Car Head Car Middle Car Tail Car

CFy −0.20 −0.50 −0.10 1.00 0.30 0.48 −0.40 −0.22 0.00
CFz −0.14 −0.02 0.38 0.21 0.36 0.40 0.02 0.10 0.20
CMx 0.03 0.28 0.10 −0.56 −0.20 −0.28 0.18 0.10 0.00

3.2. Transient Flow Structures

3.2.1. Flow Structures on Flat Ground: t* = 47

Before the position of WT at t* = 47 (Figure 8a), the pressure profile on the train body
is shown in Figure 8b. As shown in regions A and B, the pressure on the LWS was higher
than that on the WWS, especially for the middle car. Thus, the CFy of the middle car had a
maximum value of about −0.7 at this time. For the head and tail cars, the CFy values were
about −0.4 and −0.2, respectively. Based on the top and bottom pressure distributions,
in regions C and D, the pressure at the top was higher than that at the bottom. Thus, the
head car’s CFz presented a negative value of about −0.1 at t* = 47. For the middle car in
region E, the total pressure difference between the top and bottom was smaller, and the
CFz value was close to 0. For the tail car in region F, the pressure of the top position was
significantly less than that at the bottom. Consequently, the CFz of the tail car was positive
and the largest of the three cars, with a value of approximately 0.4 at this time.
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Figure 8. Pressure distribution on the train surface at t* = 47: (a) train position and (b) pressure distribution.

The vortex around the train at t* = 47 is shown in Figure 9. In Figure 9a, the second
invariant of the velocity gradient, Q, is used to show the vortices, which are coloured
according to the vorticity concentration (ω) [42]. Four vortices are evident around the
train, combined with the space streamlines in Figure 9b, the vortex V1 formed due to the
space between the WWS of the head car, and the LWS of the windbreak. Vortex V2, which
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was generated from the lower position of the WWS of the train and V2 in the rear half of
the train, was stronger than that in the front half. After the tail car, the V3–V4 generated
from the tail car’s nose position and V3 was smoother than V4. After a certain distance,
vortices V2, V3, and V4 mixed. A detailed view is shown in Figure 10; strong vortices were
induced by the WT, and these vortices increased the side forces on the head and middle
cars; however, at this moment, the tail car was influenced by backflows derived from the
windbreak walls. Therefore, as shown in Figure 7(a1–a3), at t* = 47, the CFy values of the
head and middle cars increased after a step change. Figure 10 shows that the step change
for the head car is more sudden, whereas that for the middle car is smoother. In particular,
the impact of the vortex induced by the WT on the head car was the strongest and fastest.
After the head car, the vortex streamlines impacted the middle car gradually, so the step
change of CFy for the middle car was smoother. This phenomenon can be seen clearly in
Figure 7.
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Figure 9. Flow structures around the train at t* = 47: (a) vortex distribution (Q = 5000) and (b) space
streamlines.
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Figure 10. Top view of streamlines at a height 0.5 h.

3.2.2. Flow Structures in the WT Region: t* = 65–48

At t* = 65, when the head car operated in the region of WT, as shown in Figure 11a,
there was a region of strong airflow that rushed into the railway in region A and induced
an intense positive pressure on the head car’s WWS. The head car’s LWS was surrounded
by negative pressures, so the CFy value of the head car (Figure 7(a1)) suddenly became a
positive peak value during this time. However, the middle car and tail car were still under
the protection effect of the windbreak, so the CFy of the middle car was negative and similar
to that at t* = 47, and the CFy of the tail car was also negative and slightly larger than that at
t* = 47 due to the impact of extra airflow from the WT region.
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Figure 11. (a) The distribution of the wind speed coefficient (U) at a height of 0.5 h and (b) pressure
distribution on the train surface.

The detailed pressure distribution on the train is shown in Figure 11b. Overall, in
WWS regions A and B of the head car, the pressure was higher than that in LWS region
C. The CFy of the head car was positive. For the middle car (region D) and tail car (region
E), it was evident that the LWS pressure was higher than that at the WWS, so their CFy
values were still negative. However, because the tail car’s LWS nose part was dominated
by strong negative pressures, the CFy of the tail car was less than that of the middle car. The
head car’s top pressure became negative and lower than that at the bottom. Thus, the CFz
of the head car suddenly became positive in the WT region. In region G of the middle car,
the difference between the top and bottom was smaller, and CFz of the middle car was still
near zero, similar to that at t* = 47. For the tail car, although the pressure difference for the
car body was slight, the pressure on the top of the nose was less than that at the bottom.
This resulted in a higher positive CFz value for the tail car, similar to that at t* = 47.

Figure 12a depicts flow structures derived from the train when the head car ran in
the WT region At t* = 65. There were new vortices induced by the WT, as indicated by the
circle. Furthermore, Figure 12b shows the source of the airflow from the WT. There were
mainly two sources. One was from the right-angle region. The direction and magnitude
of this part of the airflow changed suddenly near the right-angle structure, and this part
of the airflow directly impacted the train, generating vortex V10. The other source is the
top position of the slope. The height of the windbreak was insufficient, and this part of
airflow rushed into the railway and directly impacted the train, generating vortex V11.
Combined with the information presented in Figure 12b, the positions of vortices V10 and
V11 corresponded to regions B and A of the head car, respectively. The impact of these two
vortices explains why the head car’s CFy showed a sudden peak value in the WT region.
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Figure 12. Flow structures around the train at t* = 65: (a) vortex distribution (Q = 5000) and (b) space
streamlines.

For the detailed flow structures, Figure 13 shows a top view of streamlines around the
train and further explains why the head car’s CFy presented a positive change, whereas
those of the middle car and the tail car had negative values. Because the entire train was
surrounded by a region of backflow from the WT area, the CFy values of the middle car
and the tail car were higher than their corresponding values at time t* = 47.
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Figure 13. Top view of the streamlines at a height of 0.5 h.

Figure 14 shows the flow field at t* = 75 and t* = 84, respectively, as the train moved
through the WT region. At t* = 75, when the middle car was in the WT region, similar to the
results at t* = 65, vortices V10 and V11 were generated by the airflow from the right-angle
of windbreak (region A) and the top of the slope (B), respectively. In addition, in region C,
with the adequate protection of the uniform windbreak and cutting depth, the airflow from
region C generated a vortex in the LWS of the train, with no impact on the train. Therefore,
the main impact on the train was still in the WT region, and a strong, positive wind speed
was evident between vortices V10 and V11. This part of the airflow generated the sudden
peak values of CFy for the middle and tail cars. At t* = 84, as the tail car moved away from
the right-angle region of the windbreak, the effect of the strong wind speed decreased; then,
the train slowly recovered to a steady state. Nevertheless, due to the viscous effect induced
by the car body, vortex V11 extended to region D and generated a positive wind speed
area on the WWS of the middle car. This resulted in the smallest negative side force for the
middle car, as depicted in Figure 7a.
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Figure 14. Flow structures and speed contours around the train at different times: (a) t* = 75 and
(b) t* = 84.

3.2.3. Flow Structures in Cutting Position: t* = 94

The train exited the WT region and ran into the cutting region at t* = 94. Figure 15
shows the pressure distribution around the train. In the cutting position, as shown in
Figure 15a, the pressure in region B on the LWS was larger than that in region A of the
WWS. Thus, the CFy values of three cars were negative. Furthermore, the pressure was
negative in region C in the head car’s WWS and region D in the tail car’s LWS. Therefore,
the absolute value of CFy gradually decreased along the train, and a similar pressure
distribution phenomenon can be found in Figure 15b. For the pressure distributions at the
top and bottom of the train shown in Figure 15b, it is evident that the head car’s pressure
difference was smaller. Thus, the CFz was near zero in the cutting position and gradually
became positive along the train, especially for the tail car.
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Figure 15. Pressure distribution at t* = 94: (a) top view at a height of 0.5 h and (b) train surface.

Figure 16a displays the flow field around the train in the cutting region at t* = 94.
Without the impact of WT, vortex V1 was absent, and only V2–V4 appeared, similar to the
flat ground position results. As shown in Figure 16b, vortex V2 generated positive and
negative alternating wind speeds in the WWS, and V3–V4 mainly caused a negative wind
speed value behind the tail car. In the WT region, a strong vortex and wind speed were
generated by the right-angle structure. Figure 17 shows the top view of the flow structure
with the train running far from the WT region. Vortices V10 and V11 occurred close to
the WT region, similar to when the train operated on flat ground. On the LWS, uniform
backflow occurred on the train side. On the WWS, as shown by the dashed, curved arrow,
with the effect of vortex V11 and the tail car, a part of airflow moved with the train at the
tail of the train, but another portion of the airflow was compressed by the head car and ran
opposite to the operation direction of the train. Influenced by these two parts of the airflow,
unordered small vortices formed between them.
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Figure 16. Flow field distribution at t* = 94: (a) vortex around the train (Q = 5000) and (b) velocity
distribution at a height of 0.5 h.
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Figure 17. Top view of streamlines at a height of 0.5 h.

3.3. Analysis of Vehicle System Dynamic (VSD) Responses

To understand the dynamic characteristics when of train running in the WT region,
the dynamic parameters of the train were analysed, as shown in Figure 18. The VSD
model of the train used in this paper is the same as that used in our previous work [43].
Other detailed information, including the vehicle system dynamics equation, the definition
of dynamic overturning coefficient D (its critical safety value is D < 0.8), the wind load
action on the train, etc., can be found in [43]; therefore the detailed VSD model will not be
discussed further here.
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Figure 18. Vehicle dynamic model: (a) bogie model and (b) entire train model.

Figure 19a shows the time history of the side force of the head car; extra steady-state
values added at the beginning and end position of side force’s time history make the
VSD analysis steady, so t* of the horizontal axis in Figure 19 is not consistent with that
in Figure 17. Figure 19b–d shows the dynamic overturning coefficient (D), the lateral
displacement of the centre of the car body, and the rolling angle. Overall, the peak values
of dynamic response in region B and region A were close to each other. Compared with
Figure 19a, region A was the position where the positive aerodynamic forces appeared,
whereas region B was the location where the aerodynamic forces returned to negative
values. This indicates that within a short period, the aerodynamic forces suddenly changed
from smaller negative values to larger positive values before finally recovering to the
negative values again. In this process, the absolute value of the sudden aerodynamic
positive peak was larger than that of the subsequent negative peak value. However, the
value of dynamic responses that occurred at the moment the train recovered to the original
state is also drastically. Table 4 shows the exact values of the dynamic response parameters.
The train always operated safely (D < 0.8), but there was an obvious yawing motion. The
absolute value of the maximum (D) was 0.53, the lateral displacement was 60 mm, and the
rolling angle was 2.5◦.
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Table 4. Value of the maximum dynamic responses.

D Lateral Displacement (mm) Rolling Angle (◦)

Maximum positive value 0.53 35 1.55
Maximum negative value −0.32 −60 −2.5

Peak-to-peak value 0.85 95 4.05
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4. Conclusions and Further Work

Based on three cars and the specific simulated geometric conditions, the impact of
windbreak transition (WT) on the train aerodynamic performance and dynamic responses
under crosswinds were studied in the current work. The following conclusions were drawn:

1. The impact of the WT was the largest on the head car, and the continuous impact time
of the WT was approximately ∆t* = 47, ∆t* = 50, and ∆t* = 50 for the head car, middle
car, and tail car, respectively. The sudden wind loads induced by the WT resulted
from the position of the right-angle structure and an insufficient height region.

2. The action mechanisms of the WT were the airflow rushed into the railway from the
right-angle windbreak region and the slope region, with the airflow directly impacting
the train. In particular, two main vortices generated by the WT, V10 and V11, played
a key role.

3. The WT region resulted in sudden and continuous dynamic impacts on the train,
and the dynamic responses when the train recovered to the original state were also
drastically. Under current running conditions, the dynamic overturning coefficients
reached to 0.53, the lateral displacement was 60 mm, and the rolling angle was 2.5◦.

In the current work, the entire process of aerodynamic and dynamic responses was
studied in detail when the train ran through the WT region. Due to the complex terrain
along the railway, different structural shapes of WT could be studied in further work.
Furthermore, mitigation measures should be investigated to reduce the impact of the WT
on the operational safety of trains. In addition, with respect to aerodynamical torques
arising on the surface of high-speed trains when they move through the surrounding air
medium, including those stemming from both laminar and turbulent regimes under the
influence of wind acting on a train in a sideway direction [44,45], investigation of the
stability motion of high-speed trains will be conducted in future work. Furthermore, the
economic parameters of building structural shapes of WT used in actual engineering should
be investigated in future works.
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