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Abstract: This article copes with signal source localization by employing a receding horizon control
approach with temporal logic planning in the light of a single mobile robot. First, a temporal logic
planning approach is proposed such that the task requirements from the temporal logic specifications
can be effectively dealt with based on the product automaton in an offline fashion. Second, in order
to label the key nodes of the product automaton, a particle filter is utilized to predict the source
positions as the key nodes. Third, on the basis of the product automaton, a receding horizon control
approach with temporal logic planning is developed to produce the robot’s trajectory that satisfies a
given linear temporal logic specification. Finally, the effectiveness of the proposed control approach
is illustrated for signal source localization.
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1. Introduction

In the last decade, signal source localization has received much attention from re-
searchers [1–8] since this problem is easily found in nature and society, such as searching
for odor sources, rescuing victims, and detecting electromagnetic sources, to name a few.
In order to deal with this problem, some control strategies have been proposed [6,8,9]. For
example, in [8], Song et al. used a probability map to label the positions of signal sources
and designed a controller to enable the robot to move toward the signal source. In [6], Lu et
al. used particle filters to estimate the position of a signal source and designed movement
for the behavior of the leader to search for signal clues.

It should be pointed out that these control strategies consist of a decision level and a
control level. At the decision level, source positions are estimated by the probability method or
the particle filter [10], such as the grid probability method [8] and the particle filter [9]. At the
control level, in terms of the estimated source position, the corresponding controller controls
the robot to move toward the possible source positions. However, there exist two drawbacks to
the control approaches described above. One drawback is that some specifications for signal
source localization are not considered. For example, a wide search area is usually divided into
Region 1, Region 2, Region 3, Region 4, and so on. In each region, the positions of obstacles
and signal sources are different. Correspondingly, a task specification can be described as “The
mobile robot is required to orderly visit each region and search for signal sources while avoiding
obstacles”. These task specifications can be expressed by linear temporal logic (LTL) [11–15].
On the other hand, the LTL specifications are viewed as the limitations for the movement
trajectories of the robots. Hence, from the viewpoint of path planning [16–18], one requires the
finding of a path that satisfies the LTL specifications. The other drawback is that the dynamic
events are not efficiently managed, and path constraints cannot be well integrated into the
above approaches. Receding horizon control (RHC) [19,20] can enable efficient management of
dynamic events and integration of the trajectories constraints. Based on the RHC approach,
one can obtain a control sequence by solving a finite horizon optimization problem and then
apply the first control input in this sequence in the current moment. In the next moment, a
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new control sequence is recalculated by the next sampling information. However, how to
give a control strategy that combines the receding horizon control with the LTL specifications
for signal source localization is not understood. The main challenge is how to build the cost
functions in terms of the LTL specifications. Therefore, by facing the above challenges, our aims
are to design an RHC approach with temporal logic specifications.

The main contributions of this paper are summarized in the following.

(1) We design a temporal logic planning approach where the task of signal source local-
ization is transformed into a path planning task based on the product automaton. One
main characteristic is that the product automaton can be built in an offline fashion,
while the other characteristic is that the product automaton can be real-time trimmed
based on the estimated position of the signal source according to particle filters.

(2) On the basis of the product automaton, an RHC approach with temporal logic plan-
ning is proposed such that the robot can locate signal sources while avoiding obstacles.
Moreover, the generated movement trajectories meet the given LTL formula.

(3) We validate the proposed RHC approach with temporal logic planning through the
simulation results and experimental results. The results reveal that our approach
controls the robot to orderly find the signal sources.

The rest of the paper is organized as follows. In Section 2, we introduce the kinematics of
the robot and the signal strength model. Then, the main problem of the paper is formulated. In
Section 3, we propose a temporal logic planning approach by designing a product automaton
where some key nodes are labeled by particle filters. In Section 4, we propose an RHC
with temporal logic planning, where the corresponding movement trajectory meets a given
LTL formula and guides the robot to locate all signal sources while avoiding obstacles. In
Sections 5 and 6, we use Matlab simulation and real experiments to illustrate the effectiveness
of the proposed control method. Finally, we give the conclusions in Section 7.

2. Preliminaries
2.1. Kinematics of Mobile Robots

The turtlebot robot, shown in Figure 1, is used to locate the signal source, and the
corresponding kinematics model is described by

θ(k + 1) = θ(k) + ω(k)∆t
x(k + 1) = x(k) + µ(k)

ω(k) (sin(θ(k + 1))− sin(θ(k)))

y(k + 1) = y(k) + µ(k)
ω(k) (cos(θ(k))− cos(θ(k + 1)))

(1)

where [x(k), y(k)] are the positions of mobile robots; θ(k) is the orientation angle; ω(k) is
the angular velocity at time k; µ(k) is linear velocity at time k; ∆t is the sampling period;
and uk = [µ(k), ω(k)].

Figure 1. The Turtlebot robot.
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2.2. Signal Strength Model

The CC2530 module is utilized as a signal source in Figure 2. The corresponding
received signal strength model is given by

Zk = b10(log10c− αlog10dk + log10Φ(φk))c
dk =

√
(x(k)− p)2 + (y(k)− q)2

φk = atan(y(k)− q, x(k)− p)− θ(k)
(2)

where Zk is the expected signal strength; dk is the distance between the robot and the
signal source at time k; (p, q) is the source position; φk is the bearing angle; and c and β are
parameters whose specific values are based on the used hardware. Φ(φk) is calculated by

Φ(φk) =


1 dk 6 da

cos2(λφk) φk ∈ [±ϕ◦], dk > da
cos2(λϕ◦) otherwise

(3)

where da is the antenna length. The specific values of parameters ϕ and λ are based on the
used directional antenna.

Figure 2. CC2530 radio frequency module.

2.3. Problem Formulation

It should be noted that signal sources may be distributed in a wide area such that one
usually requires the robot to search for signal sources from one region to another region.
For example, the localization task can be described as “The whole area is partitioned into
four regions. The robot should orderly search for the signal sources from one region to the
other region infinitely often”. In order to model the above localization task with temporal
requirements, the linear temporal logic (LTL) formula can be used [14].

The LTL formula φ consists of a finite set of atomic propositions O, temporal operators,
e.g., G (always),⇒ (implication), U (until), and the standard Boolean operators, e.g., ∧ (con-
junction), ∨ (disjunction), and ¬ (negation). Based on the LTL formula, the aforementioned
search task can be described by

φ = G((A⇒ AUB) ∧ (B⇒ BUC) ∧ (C ⇒ CUD) ∧ (D ⇒ DUA)) (4)
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where A, B, C, D denote four searching regions; AUB means that A has to hold at least until
B is true; and GΨ means that Ψ is true at all positions of the infinite sequence. For example,
there are two infinite sequences:

v1 = AABBBBCCCDDDDA...

v2 = AAABBBCBCCCDDAA...

It is forward to see that sequence v1 meets formula φ. However, sequence v2 does not
satisfy formula φ. Hence, this paper mainly deals with the following problem.

Problem 1. For a mobile robot (1) and an LTL formula φ that are used to model the search task
with temporal requirements, how to design an RHC controller u(k) that can enable the robot to
locate signal sources and avoid obstacles while ensuring that the generated trajectory meets φ.

3. Temporal Logic Planning
3.1. Product Automaton

The search region is divided into n× n square cells of the same size. Let Γ be the index
set of all cells. Each cell is denoted by Cq, where q ∈ Γ. Define a map o such that, for any
position pk ∈ Cq, we have o(pk) = q. Cqi ∩ Cqj = ∅ for all qi, qj ∈ Γ and qi 6= qj [12]. Then,
we give the finite-state transition system for the robot as

Definition 1. A finite-state transition system is a tuple T = (QT , Q0, δT , ΠT , ζT , ωT), where QT
is a finite set of states representing the set of nodes in the transition system, Q0 is the initial state
set, δT ⊆ QT ×QT is the set of transition representing the transition relationships between states,
ΠT is an observation set, ζT : QT → 2ΠT is the observation map, and ωT : δT → R+ is a positive
weight function whose value represents the cost of transition between states in QT .

It should be pointed out that if qi →T qj, ωT(qi, qj) = 1; otherwise, ωT(qi, qj) = ∞. An
infinite sequence q = q0q1q2q3... generated by the transition system T is accepted if and
only if a given formula is satisfied. Moreover, one can use ltl2ba toolkit to convert the LTL
formula to a Büchi automaton.

Definition 2. A Büchi automaton is a tuple B = (QB, Q0
B, ΠB, δB, FB), where QB is a finite set of

states, Q0
B ⊆ QB is the set of initial states, ΠB is the input alphabet, FB is a set with accepted states,

and δB : QB ×ΠB → 2QB is the observation map.

Further, one can construct the product automaton according to the finite-state transi-
tion system and the Büchi automaton.

Definition 3. According to the system T = (QT , Q0, δT , ΠT , ζT , ωT) and a Büchi automaton
B = (QB, Q0

B, ΠB, δB, FB), a product automaton P = (QP, Q0
P, δP, ωP, FP) can be constructed

by T × B, where QP = QT × QB, Q0
P = Q0 × Q0

B, δP ⊆ QP × QP is the set of transitions

defined by [(qi, si), (qj, sj)] where qi →T qj, si
ζ(qi)−−→B sj and si, sj ⊆ QB, ωP : δP → R+ is

the weight function defined by ωP[(qi, si), (qj, sj)] = ωT(qi, qj), and FP = QT × FB is the set of
acceptable states.

An infinite sequence p = (q0, s0)(q1, s1)(q2, s2)..., where (qh, sh) ∈ QP, (qh, sh) →P
(qh+1, sh+1) for all h ≥ 0, is an accepted run of the product automaton P if and only if it starts
from the initial states and intersects Fp infinitely many times. Let the set D(p0, pF) consist
of all finite trajectories from state p0 to state pF. Then, define a set Ω = {pF|D(p0, pF), p0 ∈
Q0

P, pF ∈ FP}. Since the searching region is supposed to be connected, Ω is not an empty
set. In addition, we define ∆ ⊆ Ω as an acceptable node-set and D(pF1, pF2) 6= ∅ for any
pF1 ∈ ∆ and pF2 ∈ ∆.
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In order to effectively search for signal sources, any cell in the search area can be
regarded as the initial state in the finite-state transition system T. Based the acceptable
node set ∆, the corresponding product automaton can be further simplified. It should be
pointed out that the above work can be performed offiline, which means that the process of
generating a product automaton cannot influence the calculation performance of robots.

3.2. Particle Filter

It should be noted that all trajectories that satisfy the LTL formula can be obtained
based on the product automaton P in an offline fashion for any initial cells. However, the
robot is not only required to orderly visit each region but also is required to locate the
corresponding signal sources in each region. Hence, the possible positions of signal sources
need to be labeled in the product automaton P. In order to estimate the positions of signal
sources, the particle filter can be used [21].

Since signal sources are unknown, particles are distributed evenly in the whole search-
ing space at the beginning. The number of particles is n and the position of the ith particle
at k time is pi

k. Through the above signal strength model (2), the corresponding signal
strength value of each particle can be calculated. The specific formula is as follows:

yi
k = bZ

i
k −
√

R ∗ randnc (5)

where Zi
k is the signal strength received by the robot at time k when the ith particle is

regarded as the signal source and can be calculated by (2); R is the observed noise; and
randn is a random number that satisfies the normal distribution.

After obtaining the real observation value Zk, we calculate the weight of each particle
as follows:

ωi
k =

1√
2πR

exp

(
−
(yi

k − Zi
k)

2

2R

)
(6)

Then, we normalize the particle weight as:

ω̂i
k = ωi

k

/
n

∑
i=1

ωi
k (7)

According to the calculated weight, the new particle swarm is obtained by resampling.
Low weight particles are sampled with low probability, and high weight particles are
sampled with high probability. According to the new particle population, the estimated
location of the signal source is given by

pk =
n

∑
i=1

pi
k

/
n (8)

Repeat (5)–(8) after receiving a new signal strength observation. Finally, the estimation
position of a signal source will converge to the corresponding real position.

If the searching area is divided into four regions in terms of the LTL formula (4), ∆A,
∆B, ∆C, and ∆D are employed to represent the node set of each region where each element
in the set is also a set consisting of the states in the automaton T with the states in the
automaton B and is described by ∆Aj, j = 1, . . .. It is worth mentioning that these elements
in sets ∆A, ∆B, ∆C, or ∆D, may change over time. Therefore, one can use ∆A, ∆B, ∆C, and
∆D, and the product automaton as a path monitor to guarantee that the generated path
meets (4) and passes through the acceptable nodes.

4. Receding Horizon Control with Temporal Logic Planning
4.1. Obstacle Avoidance

It is necessary to consider how to control the robot to locate signal sources while
avoiding obstacles. If there exist obstacles in the movement path of the robot, in order to
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avoid obstacles, we can assume that there is a virtual robot that moves along the boundary
of the rectangle obstacles. According to Lemma 4 of the reference [22], the velocity and
position of the virtual robot are described by

p̂j
k = Zpk + (I − Z)sk (9)

v̂j
k = Zvk (10)

where pk = [x(k), y(k)]; p̂j
k is viewed as the position of the jth virtual robot at time k; v̂j

k can be
regarded as the velocity of the jth virtual robot at time k; vk = [µ(k) cos(θ(k)), µ(k) sin(θ(k))];
Z = I − akaT

k where ak is the unit vector perpendicular to the boundary of the obstacle; and
I is an identity matrix.

By establishing a cost function, the actual robot and the virtual robot can maintain a
safe distance. Hence, the cost function is given by

F =
M

∑
j=1

(
α|‖pk − p̂j

k‖ − d|+ β‖vk − v̂j
k‖
)

(11)

where α and β are the weight coefficients; there are M virtual robots; ‖ · ‖ denotes 2-norm;
and d is the safety distance. From (11), one can see that the cost function consists of two
items. The first item |‖pk − p̂j

k‖ − d| enables the robots to keep a safe distance from the jth

obstacle. By using the second item ‖vk − v̂j
k‖, the robot can move along the boundary of

the jth obstacle.

4.2. Receding Horizon Control with Temporal Logic Planning

According to the above temporal logic planning, we give the basic steps of the pro-
posed control approach.

(1) At k = 0, we initialize the node sets ∆A, ∆B, ∆C, and ∆D where ∆A1, ∆A2, . . . ,∈ ∆A,
∆B1, ∆B2, . . . ,∈ ∆B, ∆C1, ∆C2, . . . ,∈ ∆C, ∆D1, ∆D2, . . . ,∈ ∆D. After that, we can obtain
u∗(0|0), ..., u∗(N − 1|0). Correspondingly, an initial position sequence p∗0(1), ..., p∗0(N) is
obtained such that the distance between o(p∗0(N)) and a labeled node in ∆A1 is minimized.

(2) At k > 0, according to the position sequence pk(1), ..., pk(N), we can obtain a
sequence q = qk(1), ..., qk(N) in T where o(pk(j)) = qk(j) for j = 1, . . . , N. Based on the
product automaton, we can obtain the corresponding sequence p = p1|k, ..., pN|k. Then we

define L(pk, pn) =
n−1
∑

l=k
ωP(pl , pl+1). Then, we consider two cases as follows.

Case 1: L(pk, pn) > 0, and L(p∗l|k−1, pn) 6= 0, l ∈ {1, ..., N}, pn ∈ ∆A1.

u∗k = arg min
u(k)

N

∑
l=1

M

∑
j=1

(
α|‖pk(l)− p̂j

k(l)‖ − d|+ β‖vk(l)− v̂j
k(l)‖

)
(12)

s.t.

(1),L(pN|k, pn) ≤ L(p∗N|k−1, pn)

pk(l) ∈ X , vk(l) ∈ V , uk(l − 1) ∈ U

where N is the prediction horizon; pk(l) and p̂j
k(l)is the lth predicted position and the jth

virtual robot’s position, respectively; vk(l) and v̂j
k(l) are the lth predicted velocity and the

jth virtual robot’s velocity, respectively; and u∗(k) = u∗(0|k), . . . , u∗(N − 1|k).
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Case 2: L(pk, pn) > 0, and exist a z(z ∈ {1, ..., N}) such that L(p∗z|k−1, pn) = 0, pn ∈ ∆A1.

u∗k = arg min
u(k)

N

∑
l=1

M

∑
j=1

(
α|‖pk(l)− p̂j

k(l)‖ − d|+ β‖vk(l)− v̂j
k(l)‖

)
(13)

s.t.

(1),L(pz−1|k, pn) = 0

pk(l) ∈ X , vk(l) ∈ V , uk(l − 1) ∈ U

(3) Repeat step (2) until all elements in ∆A have arrived. Then we use ∆B, ∆C, ∆D, and
∆ to replace ∆A.

(4) Repeat steps (2) and (3).
In the following, the proposed control approach is summarized in Algorithm 1, and

Theorem 1 describes the corresponding characteristics.

Theorem 1. Consider the kinematics of robot (1). Algorithm 1 is practicable for any initial position
in the application regions under an LTL formula φ such that there exists a movement trajectory
along which the robot can avoid obstacles and find the signal sources.

Proof. At k = 0, an initial trajectory can be easily generated. By induction, a sequence
x∗ = x∗(1|k− 1), . . . , x∗(N|k− 1) at time k− 1 can be attained. Hence, the corresponding
sequence in T is q∗ = q∗1|k−1, . . . , q∗N|k−1. According to Definitions 2 and 3, one can obtain
p∗ = p∗1|k−1, . . . , p∗N|k−1 in the automaton P. At time k, based on x̂(l|k) = x∗(l + 1|k− 1),
l ∈ {1, . . . , N − 1}, a sequence x̂ = x̂(1|k), . . . , x̂(N − 1|k) can be directly constructed.
When conditions satisfy Case 1, we have x̂(N|k) such that L(pN|k, pn) ≤ L(pN|k−1, pn).
When the conditions meet Case 2, we have a sequence x̂ = x̂(1|k), . . . , x̂(N|k) where
x̂(1|k) = x∗(2|k − 1), . . . , x̂(z− 1|k) = x∗(z|k − 1) and x̂(N|k) = x∗(z|k − 1). Therefore,
we can conclude that there exist solutions for the proposed control at k = 0, 1, . . ..

At time k, assume that the current conditions satisfy Case 1. We have L(p∗N|k−ξ
, pn) ≥

L(p∗N|k, pn) ≥ . . . where k ≥ ξ ≥ 0. Since the number of nodes in P is finite, there is a time
step z such that L(p∗N|k+z, pn) = 0. Then, the current conditions meet Case 2. We have
L(p∗k+z, pn) = 0. In terms of ∆A, ∆B, ∆C, ∆D, and ∆, along with the steps to repeat, the
robot can locate all the signal sources, and the trajectory satisfies the given LTL formula.
Moreover, according to (12) and (13), the robot keeps a safe distance to avoid obstacles.
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Algorithm 1 Receding Horizon Control with Temporal Logic Planning (RHC-TLP).

/*Initialization*/
Initialize the particle filter and the parameters of received signal strength model (2) such
as c, α, da, ϕ, and λ;
Initialize the robot’ parameters and give the LTL formula φ;
Build a state transition system and obtain an acceptable set of nodes ∆ based on the
results of the division;
Initialize ∆A1, ∆A2 . . . in ∆A, ∆B1, ∆B2 . . . in ∆B, ∆C1, ∆C2 . . . in ∆C, and ∆D1, ∆D2 . . . in
∆D.
/*Main Body*/
repeat

Receive the signal strength Zk at the position pk;
Update ∆A1, ∆A2 . . . in ∆A, ∆B1, ∆B2 . . . in ∆B, ∆C1, ∆C2 . . . in ∆C, and ∆D1, ∆D2 . . . in

∆D according to the estimated positions of signal sources;
if ∆Aj, ∆Bj, ∆Cj, or ∆Dj (j = 1, . . .) are updated then

Select a node in ∆Aj, ∆Bj, ∆Cj, or ∆Dj;
else

The given node is not changed in ∆Aj, ∆Bj, ∆Cj, or ∆Dj.
end if
if Case 1 is satisfied. then

Solve (12) to obtain u∗k (0), . . . , u∗k (N − 1).
end if
if Case 2 is satisfied. then

Solve (13) to obtain u∗k (0), . . . , u∗k (N − 1).
end if
if The given node in ∆A1 is arrived then

∆A1 is replaced by ∆A2, ∆A3 . . . in order.
end if

if All the given nodes in ∆A are arrived then
we orderly replace ∆A with ∆B, ∆C, ∆D, ∆.

end if
u∗k (0) is used as control input at time k;

until pk ∈ ∆

4.3. Complexity

From Algorithm 1, one can see that the state number of the production automaton has
an impact on the algorithm complexity. Let |φ| be the length of the formula φ where all
the symbols and operators are included. Based on the LTL formula, the Büchi automaton
includes, at most, |φ| × 2|φ| states [11]. Hence, the size of the production automaton
is bounded by |QP| × |φ| × 2|φ|. Moreover, FP is the number of acceptable states, and
the overall complexity of the offline portion of Algorithm 1 is O(|FP|3 + |FP|2 + (|φ| ×
2|φ|)2 × |FP|) according to [11]. It should be pointed out that, due to constructing the
product automaton offline, the computational complexity does not influence the real-time
computation of Algorithm 1.

On the other hand, the in-line complexity of Algorithm 1 is highly dependent on the
horizon N, the number of obstacles M and the maximal changing number of positions of
signal sources δP. Let the maximal number of transitions at each state in the production
automaton be δQ. Hence, the complexity of the in-line portion of Algorithm 1 is bounded
by δP × (δQ)MN and is determined by the used searching algorithm. Moreover, the
computational latency can be relaxed by using a more efficient graph search algorithm such
that the optimal trajectory can be found from exponential time to polynomial time. Further,
by dividing the whole region, each region can consist of the lesser states so as to reduce the
search time.



Appl. Sci. 2022, 12, 10984 9 of 14

5. Simulation Results

Algorithm 1 (RHC-TLP) is implemented based on Matlab. The searching environment
is 10 × 10 m and is divided into 0.25 × 0.25 m small areas. The robot detects the signal
strength at a time interval of 1 second where the observed noise R is 5. Moreover, the simu-
lation parameters are shown in Table 1. The initial position and velocity are (−4.5, 4.5 m)
and (0, 0 m/s), respectively. In order to show the effectiveness of RHC-TLP, the RHC
approach in [9] is used as a comparison algorithm. The main reasons are the following.
The first reason is that the other signal source searching algorithms, including the RHC
approach, do not deal with the case with complicated task specifications. Because of the
no-planning part, the complex task is hard to finish. The other reason is that the RHC
approach can deal with uncertain problems in the search process well and can be used as a
typical search algorithm. Hence, the RHC approach is utilized as a comparison algorithm.

In the following, we consider two cases. In Case 1, we put a different number of
signal sources in different regions. For Region A, the source number is 1 and the position
is (−2.5, 2). For Region B, the source number is 1 and the position is (2, 3). For Region
C, the source number is 2 and the corresponding positions are (4, −4) and (2, −2). For
Region D, the source number is 1 and the position is (−2, −4). In Case 2, we place the same
number of signal sources in different regions. The number of signal sources in each region
is 2. For Region A, the positions are (−1, 3) and (−2.5, 2). For Region B, the positions are
(4, 1) and (1, 4). For Region C, the positions are (4, −2) and (2, −4). For Region D, the
positions are (−4, −1) and (−2, −4). For the two cases, the green five-pointed star indicates
the real signal sources and the red dot indicates the predicted signal sources. The red circle
is the starting position, and the red star is the ending position. The black blocks refer to
the obstacles.

Table 1. The simulation parameters.

Parameter Value

The control parameters α and β 2, 1
The safety distance d 0.3 m
The detection radius r 0.5 m
The prediction horizon N 6
The RSS model parameters c, α, da, ϕ and λ 0.001, 1.96, 0.2, 40◦, 2

From Figure 3, the mobile robot can effectively locate all the signal sources and does
not collide with the obstacles. Although there are some corner-like obstacles, the mobile
robot can avoid the obstacles. If there is no signal source in a certain area, the mobile robot
reaches the default node and then moves to the next area. For Case 2, shown in Figure 4,
like Case 1, the mobile robot can effectively locate all the signal sources and does not collide
with any obstacles. Table 2 gives the localization time and path length.

Table 2. Average (Standard error) results for localization time (s) and path length (m) in light of
30 runs for Case 1.

Algorithms Localization Time Path Length

RHC-TLP 117.74 (1.08) 29.53 (0.23)
RHC 259 (4.2) 37.39 (0.81)

From Tables 2 and 3, it can be seen that, with the increase in the number of signal
sources, the localization time and path length obtained by the RHC-TLP approach also
increase. In addition, from the standard error, the fluctuation range of the error is relatively
small, which indicates that the proposed RHC-TLP approach is relatively stable. Moreover,
in contrast to the RHC approach, the proposed RHC-TLP approach can obtain a lesser
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localization time and path length. The main reason is, due to the automaton planning, the
proposed RHC-TLP approach can easily find the signal sources from one region to the
other region, while the RHC approach needs to adjust the movement direction according
to the possible signal sources that result in the repeated movement of robots. Hence, the
performance capability of the proposed RHC-TLP approach can be well manifested.

Table 3. Average (Standard error) results of localization time (s) and path length (m) in light of
30 runs for Case 2.

Cases Localization Time Path Length

RHC-TLP 141.74 (5.53) 31.37 (0.58)
RHC 288.8 (4.5) 39.88 (0.85)

From Figures 3 and 4, it can be seen that the obstacles can be avoided, and all the
signal sources can be found. At the same time, from Figure 5, it can also be seen that there
is a certain error between the estimated position and the real position, and the average
localization errors become big while increasing the source number.
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Figure 3. The robot’s movement path for Case 1.
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Figure 4. The robot’s movement path for Case 2.
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Figure 5. The average localization errors.

6. Experimental Results

In what follows, the effectiveness of Algorithm 1 is validated for signal source local-
ization. The real testing environment is shown in Figure 6.

Figure 6. The experimental environment.

The number of signal sources is 3, and their positions are (0.5, 3), (2.5, 3.5) and (3, 0.5).
Table 4 illustrates the average results and standard errors on localization time and path
length. Figures 7–9 show the movement trajectories of the mobile robot and the predicted
position of the signal sources, where the green star denotes the real source positions, and
the red dot refers to the predicted source positions. The red circle is the starting position,
and the black blocks are the obstacles. Hence, RHC-TLP can control the mobile robot to
find all of the signal sources. From Table 3, one can see that the localization time and path
length increases significantly with the number of obstacles from 0 to 2. The main reason
is that the robot avoids obstacles in the movement process. Figure 10 shows the average
localization errors. One can see that as the number of obstacles increases, the average
localization errors also increase.
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Figure 7. The robot movement trajectory in the real environment with 3 signal sources and 0 obstacles.
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Figure 8. The robot movement trajectory in the real environment with 3 signal sources and 1 obstacle.

Table 4. Average results (Standard errors) on localization time (s) and path length (m) in light of
10 runs.

Obstacles Localization Time Path Length

0 77.6 (3.9) 10.23 (0.13)
1 91.6 (4.5) 10.83 (0.21)
2 96.4 (5.2) 11.05 (0.29)
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Figure 9. The robot movement trajectory in the real environment with 3 signal sources and 2 obstacles.
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Figure 10. The average localization errors between the actual location and the estimated location.

7. Conclusions

This paper has addressed signal source localization. A temporal logic planning
approach has been designed such that a product automaton is built from the temporal
logic specifications and is updated based on the signal sources estimated by a particle filter.
Then, an RHC with temporal logic planning has been designed, through which the mobile
robot can search for signal sources and avoid obstacles, and the corresponding trajectory
meets the given LTL formula. Finally, the performance capabilities of the proposed control
approach have been verified through simulation and experimental results.
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