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Abstract: Photo response non-uniformity (PRNU) is a widely accepted inherent fingerprint that has
been used in source camera identification (SCI). However, the reference PRNU noise is limited by the
performance of PRNU noise extraction techniques and is easily contaminated by interfering noise
from image content. The existing methods mainly suppressed the interference noise of the reference
PRNU noise in the spectral domain, but there was still interference noise related to the image content
in the low-frequency region. We considered that this interference noise of the reference PRNU noise
could be removed by further operations in the spatial domain. In this paper, we proposed a scheme
to distil the reference PRNU by removing the interference noise with the help of principal component
analysis (PCA) technology. Specifically, the reference PRNU noise was modelled as white Gaussian
noise, whereas the interfering noise caused correlation between pixels and their neighbourhoods
in the reference PRNU noise. In the local pixel area, we modelled a pixel and its neighbours as a
vector and used block matching to select PCA training samples with similar contents. Next, PCA
transformation estimated the interference noise in the local pixel area, and we performed coefficient
shrinkage in the PCA domain to better estimate interference noise. The experimental results on
the “Dresden” and “VISION” datasets showed that the proposed scheme achieved better receiver
operating characteristic curves and the Kappa statistic than state-of-the-art works.

Keywords: digital forensics; source camera identification; sensor pattern noise; photo response
non-uniformity noise; principal component analysis

1. Introduction

The development of digital imaging technology has been changing people’s way of
life [1,2]. People are increasingly willing to share their lives through taking photos, and the
lack of public awareness on information protection greatly increases the risk of image theft
and malicious use. Millions of photos are captured, transmitted, and saved every day, many
of which are used in sensitive and important applications. Digital forensics technology
effectively safeguards the personal interests of citizens [3,4]. We focus our attention on the
exploration of source camera forensic technology. The information about source camera
included in the file headers of digital images can be easily stripped and tampered [5]. It
is imperative for us to guarantee the authenticity of the image being used in a sensitive
scenario. In this light, the source camera identification (SCI) problem has attracted much
attention from researchers. Source camera identification determines the source camera of a
test image by analysing its unique features.

A camera sensor inevitably leaves traces in images due to the imperfection of material
and the manufacturing process. In the literature, the traces are often called sensor pattern
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noise (SPN). Since each camera’s sensor is different, its pattern noise is also unique, so the
sensor pattern noise can be treated as a “fingerprint” of the camera. Lukas et al. [6] first
proposed a source detection algorithm for camera images based on SPN. They proved that
SPN is a kind of zero-mean noise signal, mainly caused by non-uniformity of silicon wafer.
The size of SPN is consistent with that of the sensor. SPN is mainly composed of photo
response non-uniformity (PRNU) noise. Therefore, SPN refers to PRNU throughout the
rest of this paper unless otherwise stated.

The effectiveness of the PRNU-based SCI algorithm depends on the quality of PRNU
noise extracted from images. Following a standard procedure to associate an image with
the source camera, the PRNU noise extracted from the test image must be compared with
the reference PRNU of the camera. The reference PRNU is obtained by averaging the PRNU
noises from a set of sample images captured by the camera. Improving the quality of the
reference PRNU is also called PRNU enhancement [7], which further removes interference
noise from the reference PRNU that is useless for forensics, thereby achieving improvement
of SCI accuracy. The study of PRNU enhancement has attracted the attention of many
experts and scholars. Chen et al. [7] pointed out for the first time that the estimated PRNU
noise contains some artificial trace noise, which is caused by the processing algorithm
embedded in the image acquisition process, such as colour filter array (CFA) interpolation,
gamma correction, and JPEG compression. These artificial trace noises cannot be used
in SCI and should be removed from the reference PRNU noise. Chen et al. used a zero-
mean operation to remove the noise introduced by CFA interpolation and performed
Wiener filtering of the estimated PRNU noise in the Fourier transform domain. Based
on the assumption that the reference PRNU noise can be modelled as a WGN, Lin and
Li [8] proposed a spectrum equalization algorithm (SEA) enhancement method, which first
used an iterative approach to calculate periodic abnormal peaks in the spectrum domain
due to JEPG compression. After locating the periodic compression-related peaks in the
spectrum domain, the local mean was used to smooth and suppress the abnormal peaks,
so as to eliminate the unwanted noise. Recently, Rao et al. [9] indicated that although
SEA can successfully eliminate most periodic interfering signals in the spectrum, the SEA
spectrum was not very flat and most of the energy was concentrated in the low-frequency
components, and its spectral distribution was not consistent with white Gaussian noise
(WGN). Rao et al. argued that, in addition to periodic signals, there was also interference
noise caused by imperfections in the reference PRNU noise extraction method that was
correlated with the image content leaked in the reference PRNU noise. They proposed a
method to suppress these interference noises by decorrelation.

The analysis above shows that the PRNU can be processed in the frequency domain to
improve its quality. The leaked scene details in the reference PRNU noise maintain a certain
local image structure [10], which is the most important factor causing the neighbouring
pixel blocks of the reference PRNU to be correlated. In other words, the ideal reference
PRNU noise should not have a local image structure, and the local pixel blocks should be
uncorrelated with each other. Therefore, the scene details in the reference PRNU noise can
be estimated based on the correlation of the neighbouring pixel blocks. Unless otherwise
stated, the rest of this paper refers to the scene details in the reference PRNU noise as
interference noise.

In this paper, we proposed an enhancement scheme based on principal component
analysis (PCA) to remove the interference noise in the reference PRNU noise. The proposed
scheme proceeded in two steps. First, PCA was used to estimate the interference noise in
the reference PRNU. In order to accurately estimate the interference noise, we designed an
effective data selection strategy to construct training samples in each local pixel block for
PCA. Additionally, we designed appropriate shrinkage coefficients to retain the interference
noise in each component of the PCA domain. Finally, the enhanced reference PRNU
was obtained from the noise residual between the reference PRNU and the estimated
interference noise.
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This paper proposed a novel scheme based on the PCA technique to enhance the
extraction quality of reference PRNU noise. As a result, the performance of digital image
source camera identification can be improved. The main contents of the manuscript are
given below.

• We provided a novel technique to maximize the quality of reference PRNU noise
and to effectively remove the content left by the image from the reference PRNU
noise. Unlike the prior works, the proposed scheme estimates interference noise in the
reference PRNU noise in the PCA domain.

• To effectively remove the interference noise caused by image details, we proposed
selecting pixel blocks with high similarity in a local region to participate in PCA
training. The pixel blocks with comparatively high similarity contained more image
details. Furthermore, we used an appropriate shrinkage function in the PCA domain
to further refine the image details. The proposed scheme effectively estimated the
image details in the reference PRNU noise and achieved the goal of enhancing the
reference PRNU noise through residual operations.

• We conducted sufficient experiments on the most classical dataset. By comparing with
the prior works, we validated that our proposed scheme achieved the enhancement
of reference PRNU noise, effectively improving the performance of the digital image
source camera detection technology.

The rest of this paper is organized as follows. In Section 2, the related work on PRNU
is briefly introduced. In Section 3, we describe the proposed scheme in detail. Section 4
shows the experimental results and analysis, followed by the conclusions in Section 5.

2. Related Work
2.1. Technical Background

Because the PRNU associated with a sensor is unique, using it as an important refer-
ence basis for SCI has inherent advantages. Specifically, a real image can be represented
as [7]:

I = I0 + KI0 + θ, (1)

where I0 represents an ideal image without any noise; I represents the output real image;
K represents the factor of SPN on I0 with a multiplicative rule; and θ represents random
noise. Here, the spectral of K is very similar to that of WGN.

The extraction of the reference PRNU can be divided into two stages, filtering and
combination [6]. In the filtering stage, the main aim is to denoise m images taken by one
camera to obtain m noise residuals Wi [6].

Wi = Ii − F(Ii), (2)

where F is the denoising filter, and Wi denotes the noise residual of Ii, i = 1, 2, · · · , m.
It is crucial to obtain the noise residual Wi which contains PRNU component in the
filtering stage.

In the combination stage, the m noise residues associated with one camera need to be
combined to obtain a reliable reference PRNU noise R, mainly by the mean and maximum
likelihood estimation (MLE) methods. The mean method [6] is shown as follows,

R =
m

∑
i=1

Wi

/
m, (3)

The MLE method [7] extends Equation (3), weighting the noise residues with the
original image as follows,

R =
m

∑
i=1

Wi Ii

/ m

∑
i=1

I2
i . (4)
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2.2. State of the Art

PRNU extracted from digital images has been proven to be a unique fingerprint of
digital cameras. The common extracted scheme is the wavelet-based filtering method
first proposed by Lukas et al. [6]. The denoised wavelet coefficients are obtained using
the Wiener filter. The Wiener filter is the MSE-optimal stationary linear filter for images
degraded by additive noise and blurring. It separates the PRNU from the image scene
information while ensuring that the noise residual contains less scene information traces
and does not misinterpret the area around the edges.

Since then more and more researchers have conducted further studies. Kang et al. [11]
proposed a contextual content-adaptive interpolation (PCAI) algorithm based on eight
neighbourhoods. Zeng et al. [12] proposed a content-adaptive filtering method based
on image-guided filtering. Cortiana et al. [13] applied the improved BM3D algorithm
to PRNU fingerprint extraction. D. Cozzolino et al. [14] recently proposed a scheme for
training Siamese neural network models for source camera identification. By training
pairs of images and PRNU training samples into the Siamese neural network, the final
trained model can extract camera features for source camera identification. Marra et al. [15]
proposed a method to solve the problem of clustering a set of images based on source
devices without any a priori information. Long et al. [16] proposed an image source pipeline
forensics method based on binary similarity measure of image response non-uniformity to
address the identification issue of both natural images and computer-generated graphics.
When applied to videos, Li et al. [17] proposed the extraction of video reference PRNU
noise using partly decoded video. Kiegaing and Dirik [18] proposed a method to mitigate
the impact of video compression on the PRNU noise in video frames.

3. The Proposed Method
3.1. Enhancing the Quality of Reference PRNU Noise

The quality of the estimated reference PRNU is crucial for the SCI algorithm. Limited
to the filtering method in extracting the PRNU noise process, we cannot extract an ideal
PRNU noise from a set of images. In fact, every reference PRNU noise inevitably exists un-
favourable components for SCI. Although the SEA scheme can successfully remove periodic
artefacts in the discrete Fourier transform (DFT) domain, the spectrum after SEA processing
is not very flat and most of the energy is concentrated on the low-frequency components.

In our proposed scheme, the reference PRNU noise with SEA processing is represented
as follows

R = S + V, (5)

where R is the reference PRNU noise after SEA processing, S is the reference PRNU noise
in the ideal case, which should be a WGN, and V is the interference noise in the reference
PRNU noise. The image content information is represented by a set of neighbouring
pixels with different intensity levels. We know that an ideal reference PRNU noise seldom
contains edge structure, and any area of an image should have a unique and uncorrelated
PRNU noise. However, the interference noise, leaking from the image information into the
reference PRNU noise, retains edge structures and neighbouring pixels are correlated. We
can judge whether interference noise exists or not in the reference PRNU noise according
to the correlation between neighbouring pixel blocks. In brief, if a local area contains
interference noise, it means that it is highly similar to its adjacent pixel blocks.

In this work, we apply PCA to estimate the interference noise for the purpose of
improving the quality of the reference PRNU noise. The flowchart of the proposed scheme
is shown in Figure 1. First, the interference noise is extracted from the reference PRNU
noise. Before using the PCA technique to extract the interference noise, a PCA training
sample set needs to be constructed. Using the method of local pixel matching, the most
appropriate samples are selected to construct the PCA training dataset. In the PCA domain,
the interference noise is estimated and then transformed to the spatial domain. Finally,
the output reference PRNU noise is the residual between the reference PRNU noise R and
the interference noise V obtained by PCA processing.
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Figure 1. Flowchart of the proposed enhanced reference PRNU noise scheme.

3.2. Extracting Interference Noise from the Reference PRNU

Firstly, in order to apply PCA to estimate the interference noise V leaking in the
reference PRNU noise R, we need to construct a training sample dataset. Each pixel and
its neighbourhood in the reference PRNU noise are modelled as a vector variable, scene
detail extraction is performed on vectors rather than on individual pixels. Applying PCA
directly to the reference PRNU enhancement makes it difficult to capture the intensity
of the suppressed interference noise, so the PCA training dataset must be data selected.
In other words, the more interference noise contained in the training samples, the more
accurately the interference noise is estimated in the PCA domain. If the interference
noise leaks into the reference PRNU, it will cause a correlation between neighbouring
pixel blocks. In order to more accurately estimate the interference noise in the PCA
domain, as many correlated pixel blocks as possible should be sought in the local pixel
block. A higher number of pixel blocks with similarity in a local pixel block means that
there is more interference noise. Local pixel matching (LPM) has been proven to be an
effective method for finding the most similar pixel blocks within image local pixels [13].
The reference PRNU noise is split into multiple L × L training blocks, and each training
sample has K × K pixels. As shown in the following Figure 2, there are (L − K + 1)2

training samples in the training block. We denote the centre block of the training block
as xtarget, target = (L× L + 1)/2. The centre block is converted into a vector called the
reference vector, denoted as ~x0 = [x1 x2 · · · xm]T , m = K2. Likewise, other moving pixel
blocks are called matching vectors, denoted as ~xi, i = 1, 2, · · · , (L− K + 1)2 − 1, shown
in the red area of Figure 2.

The KK  local pixel 

move block

The LL  pixel 

training block

The KK  local pixel 

center block

Target pixel

Figure 2. Illustration of the LPM model. The sample vector ~x0 denotes the pixels contained in the
central K × K block, and the sample vectors ~xi denote the pixels corresponding to the other blocks.

We let ei denote the correlation between two vectors, calculated from the mean square
error (MSE):

ei =
1
m

m

∑
k=1

(x0(K)− xi(K))2. (6)
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In order to find the most similar vectors to construct a training dataset, we sort ei-
values from smallest to largest. A smaller value of ei means that ~x0 has a sufficiently similar
image structure to ~xi. The number of vectors in the final sample dataset for PCA training
is at least c × K2, where c is a constant ranging from 8 to 10. Usually, the training dataset
with c × K2 samples is robust for estimating the image’s local features, making it more
reliable in computing the PCA transform matrix [19]. Then we use PCA to estimate the
interference noise V in the training dataset X. Suppose we choose m sample vectors of the
training dataset. The centralized training dataset is formed as X = [~x0 ~x1 · · · ~xm−1], where
~x0 is the central vector, ~x1, · · · , ~xm−1 denotes other vectors. To make the representation
easier, in an m × n matrix X, each vector sample ~xi, i = 1, 2, · · · , m has n-component
discrete variables xi

k, i = 1, 2, · · · , n. The training dataset X can be denote as:

X =


x1

1 x2
1 · · · xn

1
x1

2 x2
2 · · · xn

2
...

...
. . .

...
x1

m x2
m · · · xn

m

 (7)

The covariance matrix ΩX of X is decomposed using eigenvalue decomposition,

ΩX = ΦXΛXΦT
X , (8)

where ΦX is the n × n orthonormal eigenvector matrix and ΛX is the diagonal eigenvalue
matrix. In the covariance matrix, ΩX(i, j), i 6= j means the correlation between ~xi and
~xj. Then we can calculate the orthonormal PCA transformation matrix for X. In order to
preserve more information about the interference noise, we chose to save all the feature
vectors. ΩX is used to transform the sample training dataset X into the PCA domain.

Z = ΩXX, (9)

where Z is the decorrelated dataset for X. We have

Ωz = (
1
n
)XXT = ΛX , (10)

where ΩZ is the covariance matrix of Z.
In the PCA transform domain, the scene detail information is concentrated on several

important components, and the scene detail irrelevant information is evenly distributed
throughout all components [20,21].We chose sample vectors similar enough to the central
vector, meaning the information of the central vector and its local structure accounts for
the largest amount of information retained by the PCA. Therefore, we can extract the
scene detail content better. We chose to use linear minimum mean square error (LMMSE)
estimation to suppress the uninteresting component in Z [19], as follows,

Ẑk = wkZk, (11)

where Zk is the k-th row of Z, Ẑk is processed using LMMSE for Zk, and wk is the shrinkage
coefficient which can be calculated as follows,

wk = (ΛX(k, k)− σ2
PRNU)

/
ΛX(k, k), (12)

where σ2
PRNU is the variance of the reference PRNU noise, and ΛX(k, k) is the k-th eigenvalue

of ΩX . In the PCA domain, variance could measure the volume of information, which in a
sense also tells us what kind of information should be removed. Although constructing
training samples using LPM and selecting samples, reference PRNU noise is inevitably
mixed in the samples. In our view, extracting scene details in the PCA domain, the main
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interference factor is the camera’s reference PRNU noise, so in Equation (12) we use the
difference of the variances as the numerator.

After extracting the image details in the PCA transform domain, the Ẑ inverse trans-
forms to the spatial domain. We obtain the interference noise in the local pixel block
as follows,

X̂ = ΩT
x Ẑ, (13)

where X̂ is the Ẑ inverse transforms to the spatial domain. During the above operation, we
can extract the central block x̂0, and extract its central pixel xtarget. Applying the above pro-
cedure to each pixel in the reference PRNU noise, we obtain the complete interference noise.

Finally, we obtain a better quality of the reference PRNU noise, calculated as follows,

R̂ = R−V, (14)

where R̂ is the noise residual between the reference PRNU noise R and interference noise
V. We evaluated the effectiveness of the program in the experimental section in detail.

4. Experiment and Evaluations
4.1. Experimental Setup

In this section, we evaluated the performance of the proposed SCI scheme and com-
pared it with some state-of-the-art works [6,7,9]. All cameras used in the experiments were
obtained from the “Dresden” dataset [22], a large dataset widely used for research on source
camera identification problems. The cameras in Dresden consist of common camera brands
in the market, such as Nikon, Canon, Sony, etc. Table 1 presents the basic information of the
used cameras, including 15 camera models and 49 camera devices. For each chosen camera,
the reference PRNU noise is estimated using 50 flat field images with simple textures. Then,
150 test images of these camera are selected as the intraclass sample and 1440 test images
of the other 48 cameras are selected as the interclass samples. In total we acquire 150 × 49
intraclass and 1440 × 49 interclass samples of correlation values for the overall 49 cameras.
To obtain convincing results, all the 150 × 49 intraclass and 1440 × 49 interclass samples
from the 49 cameras are used together to draw the overall ROC curve.

Table 1. Information of cameras on Dresden dataset used in our experiments.

Camera Model Number of Devices Resolution [Pixel] Index

Canon Ixus55 1 2592 × 1944 01
Canon Ixus70 3 3072 × 2304 02–04
Casio EX Z150 5 3264 × 2448 05–09

Fujifilm FinepixJ50 3 3264 × 2448 10–12
Nikon CoolPixel S710 5 4352 × 3264 13–17
Olympus mju1050SW 5 3648 × 2736 18–22

Pentax Option A40 4 4000 × 3000 23–26
Pentax Option W60 1 3648 × 2736 27

Praktica DCZ5.9 5 2560 × 1920 28–32
Rollei RCP-7325XS 3 3072 × 2304 33–35
Samsung L74wide 3 3072 × 2304 36–38

Samsung NV15 3 3648 × 2736 39–41
Song DSC-H50 2 3456 × 2592 42–43
Song DSC-T77 4 3648 × 2736 44–47

Song DSC-W170 2 3648 × 2736 48–49

4.2. Experimental Procedure

The SCI process of using the proposed scheme is illustrated as follows:

(1) The PRNU noise is extracted using the Mihcak filter [23] with parameter σ2 equal to 9
for each of the 50 sample images.
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(2) The reference PRNU noise R is constructed by MLE of the PRNU noise extracted from
the images.

(3) The SEA and proposed scheme are used to enhance the reference PRNU noise R.
(4) The peak correlation energy (PCE) is used to measure the similarity between the

reference PRNU noise R and the test PRNU noise Rtest extracted from an image
captured by an unknown camera.

Using the PCE [24] to measure the similarity between the reference PRNU noise R
and the test PRNU noise Rtest. First, the normalized correlation between the two noises is
calculated as follows:

Cor(u, v) = corr(R, Rtest), (15)

where corr() represents the correlation function, the dimensions of Cor(u, v) are the same as
R and Rtest. Then we judge whether there is a peak on the surface of the two-dimensional
function according to the following values,

PCE =
sign(Cor(upeak, vpeak))Cor(upeak, vpeak)

2

1
mn−B2

peak
Σu,v/∈Npeak

Cor(u, v)2
, (16)

where (upeak, vpeak) is the correlation function peak coordinates, and Npeak represents the
peak neighbourhood.

In addition, we need to know the difference between intraclass and interclass matching.
Intraclass matching means that the test and real reference PRNU noise come from the
same smartphone camera, which should have relatively large PCE values. Meanwhile,
interclass matching implies different smartphone cameras, but their PCE values should be
relatively small.

4.3. Performance Evaluation

To demonstrate the performance of our proposed scheme, we use two evaluation
criteria: the overall receiver operating characteristic (ROC) evaluation statistics and the
calculated Kappa statistic based on the confusion matrix. To obtain the overall ROC curve,
for a given detection threshold, true positives and false positives were recorded for each
camera, and these numbers were then summed and used to calculate the true positive rate
(TPR) and false positive rate (FPR). Specifically, since each camera captures exactly the
same number of images, we can simply calculate the TPR and FPR thresholds as follows.

TPR = TTP

/
(NTP + NFN)

FPR = TFP

/
(NFP + NTN)

(17)

where NTP, NFN , NFP and NTN represent the number of intraclass samples judged as intra-
class samples, intraclass samples judged as interclass samples, interclass samples judged
as intraclass samples and interclass samples judged as interclass samples, respectively.
After calculating the detection threshold of the PCE according to Equation (16), the overall
ROC curve can be obtained by varying the detection threshold from the minimum to
maximum values.

To obtain the confusion matrix, we calculate the similarity between the PRNU of each
query image in Table 1 and the reference PRNU of each camera, then the camera with the
highest similarity corresponding to this image is identified. The value of each element
M(i, j) in the confusion matrix indicates the number of images captured by camera i that
are categorized as captured by camera j. In other words, the values along the main diagonal
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indicate the number of correct categorizations. Each confusion matrix can be reduced to a
single statistic, the Kappa statistic, i.e.,

Kappa = (o− ϕ)

/
(T − ϕ), (18)

where o is the number of images correctly categorized in the camera, i.e., the trace of the
confusion matrix, T is the total number of query images, and ϕ is the number of correctly
predicted categories.

ϕ =
C

∑
c=1

∑C
i=1 M(c, i)∑C

j=1 M(j, c)

T
, (19)

The Kappa statistic measures the inconsistency between the observations and random
guesses. Therefore, the larger the values, the better the performance, with 1 indicating
perfect performance.

The most computationally costly resource of the proposed scheme is the cost of the
LPM and PCA transformation, and thus, its complexity mainly depends on two parameters:
the matching window size K and the training block size L. Suppose n training samples are
selected, dataset K is of dimension n × k2. The singular value decomposition (SVD) is used
in the PCA transformation to obtain the K2 × K2 covariance matrix.

In order to estimate the interfering noise from the PRNU noise by using PCA, we need
to construct a set of training samples of the PRNU noise. In the experiment of extracting
scene details, we need to use the complete L × L block centred on the given pixel as a
training block to find the training sample. We calculate the similarity between the K × K
block centred on the given pixel and all the K × K blocks within the training block, then
choose high-similarity blocks as the training sample. We made reference to the parameters
K = 5, L = 41 and S = 9 in [6,19]. We selected the optimal value of K and L through ablation
experiments. We set L = 41, varied K from 3 to 9, and showed the results on the block size of
128 × 128 pixels. It is easy to see from Figure 3 that varying K has a trivial effect on the final
camera identification performance. Taking the false positive rate FP = 0.01 for example,
K = 3, 5, 7, and 9 achieve true positive TP = 0.699, 0.705, 0.697, 0.695. Based on the results
of the above experiment, we set K = 5, varied L from 21 to 51. In Figure 4, the ROC curves
of the camera identification performance are weakly affected by the change in L. Take
the false positive rate FP = 0.01 for example, L = 21, 31, 41, and 51 achieve true positive
TP = 0.690, 0.689, 0.691, 0.685. According to the results of ablation experiments, the values
of K and L negligible affect the performance of the source camera identification. Therefore,
we set K = 5, L = 41, and S = 9 in all experiments to extract scene detail noise in this paper.
In the implementation of extracting scene detail, scene detail is actually extracted from the
complete K × K block centred on the given pixel. The final scene detail pixel value is the
average of all the estimates obtained by all local blocks containing the pixel. This strategy
is used in [25] too.

From the perspective of the overall ROC curve, we present in detail the performance of
the enhanced reference PRNU noise scheme. For the convenience of representation, we call
the method in [6] “Lukas2006”, the method in [7] “Chen2008”, the method in [9] “Rao2017”,
and the proposed scheme “Proposed”. To demonstrate the fairness of the comparison, all
methods use the Mihcak filter with the parameter σ2 equal to 9 to extract the PRNU noise.
All methods use PCE to examine the similarity between the reference PRNU noise and
the examined image. In addition, the images used in our experiments are colour images
cropped from full-size colour images, and the experimental image sizes are 512 × 512,
256 × 256, and 128 × 128 pixels.
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Figure 3. Effect of the K value on the SCI performance for a block size of 128× 128 in ablation experiments.
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Figure 4. Effect of the L value on the SCI performance for a block size of 128× 128 in ablation experiments.

Figure 5 shows the ROC curves for the Lukas2006, Chen2008, Rao2017, and Proposed
methods. For the different enhancement schemes in Figure 5, the line of the Proposed
method always lies above the other lines, with Rao2017 in second place, followed by
the Chen2008, and Lukas2006 methods. Compared with Rao2017, our proposed scheme
effectively improves the quality of the reference PRNU noise and improves the performance
of the SCI. Although the accuracy of the Proposed scheme decreases as the pixel block size
decreases, it still has an advantage in small and medium image blocks. However, Figure 5c
shows that the Proposed scheme is clearly advantageous, especially for small image blocks.
The reason for this is that it is difficult to estimate the PRNU from small image block, so
PRNU is easily polluted with image details. Other enhancement methods ignore the local
statistics of interfering noise, affecting the suppression effect of interference noise. Similarly,
the area under curve (AUC) values in Figure 6 proves that our scheme is more effective
in removing the interference noise from the reference PRNU noise. For 512 × 512 image
blocks, the accuracy of the Proposed method reaches 0.983.
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Figure 5. The overall ROC curves for four methods on different block sizes. The Lukas2006 method
proposed by Lukas et al. [6], the Chen2008 method proposed by Chen et al. [7], the Rao2017 method
proposed by Rao et al. [9].
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Figure 6. The AUC of the four methods for different block sizes. The Lukas2006 method proposed by
Lukas et al. [6], the Chen2008 method proposed by Chen et al. [7], the Rao2017 method proposed by
Rao et al. [9].

We calculated the accuracy of the four methods on 128 × 128 blocks using 49 camera
devices, as shown in Figure 7. It can be seen that the Proposed scheme is more accurate
than the Lukas2006, Chen2008 and Rao2017 methods. In Figure 7, the median accuracies
obtained by the Rao2017 and Proposed schemes are close, but when comparing the boxplots
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of the Rao2017 and Proposed schemes, we can see that the third quartile (Q3) of the
Proposed schemes is greater than the Rao2017. The proportion of accuracy greater than the
median is also higher in the Proposed compared to Rao2017 scheme. This also proves that
our solution has a better ROC performance on small image blocks.

Lukas2006 Chen2008 Rao2017 Proposed

0.7

0.75

0.8

0.85

0.9

0.95

1

A
U
C

Figure 7. The AUC of the four methods at 128 × 128 blocks using 49 camera devices. The Lukas2006
method proposed by Lukas et al. [6], the Chen2008 method proposed by Chen et al. [7], the Rao2017
method proposed by Rao et al. [9].

To further demonstrate the effectiveness of our proposed scheme on a quantitative
basis, we experimentally obtained the Kappa coefficient of the four algorithms. To clearly
show which enhancing scheme performs better, each row represents the Kappa coefficient
obtained by different algorithms for the same image size, and the best enhancing scheme
is indicated in bold. According to Table 2, the Proposed method always has excellent
performance under different size datasets.

Table 2. The Kappa statistic of the four methods.

Method Lukas2006 [6] Chen2008 [7] Rao2017 [9] Proposed

512 × 512 0.7810 0.8586 0.9009 0.9292
256 × 256 0.6191 0.7477 0.8114 0.8411
128 × 128 0.4660 0.5453 0.6472 0.6764

In recent years, deep learning methods have been applied to image forensics. D.
Cozzolino et al. [14] proposed a method for extracting camera model fingerprints us-
ing Siamese neural networks. We call the method “Cozzolino2019” and we use it as a
baseline to compare the Proposed scheme’s performance of SCI. For a fair comparison,
training was performed in Cozzolino2019 under strict adherence to the original conditions.
The comparison experiments on the Dresden dataset used the 49 camera devices in Table 1.
The experimental image sizes were 512 × 512, 256 × 256, and 128 × 128 pixels. In Figure 8,
the ROC curves of the Proposed method are significantly higher than the Cozzolino2019
method for different image sizes. The Proposed method’s ROC curve is closer to the upper
left corner of the coordinate, indicating its better SCI performance. Figure 8a represents the
ROC performance of SCI for image sizes of 512 × 512 pixels. The Proposed method has an
AUC = 0.9917 while the Cozzolino2019 method has an AUC = 0.8319. Figure 8b represents
the ROC performance of SCI for image sizes of 256 × 256 pixels. The Proposed method
has an AUC = 0.9730 while the Cozzolino2019 method has an AUC = 0.7871. Figure 8c
represents the ROC performance of SCI for image sizes of 128 × 128 pixels. The Proposed
method has an AUC = 0.9328 while the Cozzolino2019 method has an AUC = 0.6680. The ex-
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perimental results demonstrate that the Proposed method achieves a better performance
than the Cozzolino2019 method for source camera identification on the Dresden dataset.
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Figure 8. The overall ROC curves with two methods for different block sizes. The Cozzolino2019
method proposed by Cozzolino et al. [14].

To fully demonstrate that the performance of the Proposed method is better than
the Cozzolino2019 method in the SCI, we further proceeded to conduct comparative
experiments on another large dataset. The VISION dataset [26] consists of camera-native
JPG images from various mobile devices. Table 3 presents the basic information of the
used cameras, the value in the ’Index’ column represents the index number of the camera
in the VISION dataset. For each chosen camera, the reference PRNU noise is estimated
using 50 flat filed images with simple textures. Then, 150 test images of this camera are
selected as the intraclass sample and 1440 test images of the other cameras are selected as
the interclass samples.

Table 3. Information of cameras on VISION dataset used in our experiments.

Camera Mode Number of Images Resolution (Pixel) Index

Samsung GalaxyS3Mini 283 2560 × 1920 D01
Huawei P9 355 3968 × 2976 D03

Samsung GalaxyTab3 229 2048 × 1536 D08
Samsung GalaxyTrendPlus 314 2560 × 1920 D22

In Figure 9, the performance of SCI is reported on 128 × 128 pixels, showing only the
ROC curves of the four cameras. According to the comparison of the ROC curve in Figure 9,
the Proposed method shows great advantages in terms of the AUC values as the total area
under the curve increases significantly on different cameras. This proves that the Proposed
method also has satisfactory results on the VISION dataset.
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Figure 9. The ROC curves with two methods on four camera devices. The Cozzolino2019 method
proposed by Cozzolino et al. [14].

5. Conclusions

In the past few years, researchers have made great efforts to improve the performance
of PRNU-based source camera identification. In this paper, we proposed a scheme to
remove interference noise from reference PRNU noise to improve the performance of
the SCI scheme. We found that some interference noise related to image content still
existed in the reference PRNU even after the periodic interference noise had been removed
from the reference PRNU using SEA. We constructed a training sample set using the
correlation between local pixels and used PCA to estimate the interference noise. Extensive
experimental results showed that our proposed method obtained better ROC curves and
Kappa statistics than the prior works. In fact, the running time of the proposed method
will significantly increase when the block size is larger than 1024 × 1024. In future work,
we will try to estimate the interference noise using suitable non-linear distribution data
methods to transform the data domain, such as the LDA method.
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