
Citation: Zhu, W.; Zhao, R.; Zhang,

H.; Lu, J.; Zhang, Z.; Wei, B.; Fan, Y.

Improved Indoor Positioning Model

Based on UWB/IMU Tight

Combination with Double-Loop

Cumulative Error Estimation. Appl.

Sci. 2023, 13, 10046. https://doi.org/

10.3390/app131810046

Academic Editors: Sven Casteleyn,

Aleksandr Ometov and Joaquín

Torres-Sospedra

Received: 1 August 2023

Revised: 29 August 2023

Accepted: 4 September 2023

Published: 6 September 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Improved Indoor Positioning Model Based on UWB/IMU Tight
Combination with Double-Loop Cumulative Error Estimation
Wenjie Zhu, Rongyong Zhao * , Hao Zhang, Jianfeng Lu, Zhishu Zhang, Bingyu Wei and Yuhang Fan

School of Electronic and Information Engineering, Tongji University, Shanghai 201804, China;
2133052@tongji.edu.cn (W.Z.); hzhang@tongji.edu.cn (H.Z.); lujianfeng@tongji.edu.cn (J.L.);
1933004@tongji.edu.cn (Z.Z.); 1951116@tongji.edu.cn (B.W.); 2233048@tongji.edu.cn (Y.F.)
* Correspondence: zhaorongyong@tongji.edu.cn

Abstract: With the increasing applications of UWB indoor positioning technologies in industrial
areas, to further enhance the positioning precision, the UWB/IMU combination method (UICM) has
been considered as one of the most effective solutions to reduce non-line-of-sight (NLOS) errors.
However, most conversional UICMs suffer from a high probability of positioning failure due to
uncontrollable and cumulative errors from inertial measuring units (IMU). Hence, to address this
issue, we improved the extended Kalman filter (EKF) algorithm of an indoor positioning model
based on UWB/IMU tight combination with a double-loop error self-correction. Compared with
conventional UICMs, this improved model consists of new modules for fixing time desynchronization,
optimizing the threshold setting for UWB ranging, data fusion in NLOS, and double-loop error
estimation, sequentially. Further, systematic error controllability analysis proved that the proposed
model could satisfy the controllability of UWB indoor positioning systems. To validate this improved
UICM, inevitable obstacles and atmospheric interferences were regarded as Gaussian white noises to
verify its environmental adaptability. Finally, the experimental results showed that this proposed
model outperformed the state-of-the-art UWB-based positioning models with a maximum deviation
of 0.232 m (reduced by 83.93% compared to a pure UWB model and 43.14% compared to the
conventional UWB/IMU model) and standard deviation of 0.09981 m (reduced by 88.35% compared
to a pure UWB model and 22.21% compared to the conventional UWB-IMU model).

Keywords: UWB; IMU; indoor positioning error; extended Kalman filter; tight combination; cumulative
error

1. Introduction

In the past decade, with the increasingly precise technical demand for location per-
ception and path tracking of production and living factors such as personnel, machines,
and materials, the positioning scene expanded from outdoor to indoor. Indoor positioning
technologies such as WiFi, Bluetooth, Zigbee, RFID, and UWB were widely used in various
applications such as emergency management, smart energy management, smart HVAC
controls, and occupancy detection. In emergency management, Bluetooth can help detect
priority areas by estimating the occupancy of indoor areas and allocated pedestrians in
an efficient manner [1]. In smart energy management, an indoor positioning system can
obtain high-resolution occupancy information for plug load management [2].

WiFi positioning has the advantages of wide range of use, low cost, and good porta-
bility, but its accuracy is relatively large at the meter level, hardly meeting the needs of
high-precision applications. ZigBee has the advantages of low cost, small size, and low
power, but it is vulnerable to the interference of multipath effect and position movement,
which would reduce accuracy. RFID can be transmitted in non-line-of-sight and has the
advantages of fast identification, low cost, and small size. However, many positioning
beacons have to be set in the measurement areas, which might affect the accuracy. Bluetooth
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usually is used in smartphone devices for short distance positioning, as well as its low cost
and power demand, while its stability and anti-interference ability are poor [3]. Among
these indoor positioning technologies, ultra-wideband (UWB) has attracted attention due
to its advantages of low power, small size, strong penetration, high precision (centimeter
level), high real-time performance, and high cost performance [4,5].

Most scholars worldwide have focused on the method of multi-sensor fusion to im-
prove the positioning accuracy of the UWB. At present, UWB and IMU fusion is becoming
a hotspot because of its higher accuracy supported by IMU-positioning in a short time.

However, due to the obvious drift of angular velocity and acceleration measured by
an IMU, there always exists large errors in the data obtained by quadratic integration [6].
Hence, this study improved the EKF algorithm based on the traditional UWB/IMU compact
positioning model and constructed a double-loop cumulative error dynamics model to
quantitatively analyze the convergence and controllability of the positioning errors of the
system in three steps: (1) the distance information obtained by the UWB under the NLOS
condition was optimized by quadratic integration of the acceleration value measured by an
IMU; (2) the EKF technology was used to fuse the UWB and IMU to correct the position
error, improve the positioning precision of the UWB range, and enhance the continuity,
stability, and reliability of the positioning system; (3) the effectiveness of this model was
demonstrated and verified by simulation experiments.

The main contributions of this study are as follows: (1) To address the accumulated
error of IMU in indoor positioning due to the conventional tight combination UWB and
IMU model, this study improved the tight combination positioning model. Thereby, IMU
could assist UWB to optimize NLOS data before their tight combination for less errors.
(2) We calculated the IMU quadratic integral cumulative error and EKF positive feedback
cumulative error, which could support the quantitative positioning-error analysis. (3) To
enhance the positioning accuracy, a dynamics model of double-loop cumulative error was
established to quantitatively analyze the convergence and controllability of the positioning
error of the positioning system. (4) This proposed model outperformed the state-of-the-art
UWB-based positioning models with a maximum deviation of 0.232 m (reduced by 83.93%
compared to a pure UWB model and 43.14% compared to the conventional UWB/IMU
model) and standard deviation of 0.09981 m (reduced by 88.35% compared to a pure UWB
model and 22.21% compared to the conventional UWB-IMU model).

The rest of this study is structured as follows. In Section 2, we analyze the related
work about several common filtering fusion positioning technologies. In Section 3, the
principle of IMU positioning and the EKF technology are briefly introduced. In Section 4,
an improved UWB/IMU tight combination positioning model is established. The IMU
position solution, time synchronization correction, threshold setting, and extended Kalman
filter designing are conducted. Further, the combination error convergence is analyzed. In
Section 5, simulation experiments are implemented to validate the improved UWB/IMU
tight combination model within the software of MATALB R2020a.

2. Related Work

To date, to enhance the UWB-based positioning accuracy, various scholars combined
UWB with different sensors (such as inertial measurement unit (IMU), laser radar, R-GBD
camera, and so on) to improve the positioning accuracy by multi-sensor combination. Liu.
F et al. proposed an adaptive complementary Kalman filter to filter the UWB and IMU data
and track the errors of variables such as position, velocity, and direction, which not only
eliminated the multipath effect caused by the UWB signal being shielded, but also corrected
the velocity and acceleration bias caused by the IMU drift [7]. Yue. XD et al. used an
IMU/UWB loose combination precise positioning system to calculate the accurate position,
speed, and attitude information of a robot, in which the positioning coordinates from the
UWB base station (EKF) corrected the UWB error in real time [8]. Shi. J. T et al. proposed
a novel algorithm for motion estimation that could reduce the drift in IMU sensors. This
algorithm employed a Kalman filter to estimate and fuse the UWB measurements, and the
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drift-free position obtained by the UWB localization Kalman filter was used to fuse the
position calculated by IMU [9].

The most commonly used fusion algorithms include the Kalman filter (KF), extended
Kalman filter (EKF), complementary Kalman filter (CKF), and Monte Carlo filter.

(1) Kalman filter (KF). Kalman [10] proposed a new method for linear filtering and
prediction problems, which used the linear system state equation to observe system
input and output data in order to best estimate the state of the system. Benefiting
from the advantages of strong real-time performance, high speed, and high efficiency,
the KF has been widely used in anti-interference [11].

(2) Extended Kalman filter (EKF). Although linear systems often exist in theory, more
nonlinear systems exist in practical engineering applications. Therefore, a linear time-
varying system was used to approximate the nonlinear system within each sampling
interval by linearization methods, such as Taylor series expansion [12]. Therefore,
linear time-varying systems can still use KF.

(3) Complementary Kalman filter (CKF). Ienkaran [13] put forward a new method for non-
linear problems with better performances than the EKF, mainly based on a third-order
spherical radial displacement criterion known as the CKF. Using a group of volume
points to approximate the state mean and covariance of nonlinear systems with addi-
tional Gaussian noise, CKF is the closest approximation algorithm to Bayesian filtering.
It is also a powerful tool to solve the state estimation of nonlinear systems [14].

(4) Monte Carlo filter (MCL). MCL is a fast and scalable unsupervised clustering algo-
rithm based on the random Walk and Markov chain [15]. It has been mainly applied in
the field of robot positioning, and the posterior probability density function of mobile
robot state is approximated to the real state through MCL random sampling [16].

Based on the related work analysis above, most conventional UWB/IMU fusion
methods still lack error convergence analysis. Therefore, this study proposes a two-loop
accumulated error dynamics model based on EKF. The proposed model analyzes the
cumulative error of the IMU quadratic integral and EKF-positive feedback accumulated
error, guarantees error convergence and controllability of the whole UWB/IMU positioning
system, and further improves the positioning accuracy of the fusion positioning system.

3. Preliminaries of IMU and Extended Kalman Filter Used in UWB Positioning
3.1. Principle of IMU Positioning

An IMU can provide the attitude information and motion trajectory of the object
carrier. Because of its quick refresh frequency, an IMU has the advantage of high positioning
precision in a short time, and it is not easily interfered by time, region, and human factors.

In general, an IMU contains three single shaft accelerometers and gyroscopes, as
well as three magnetometers. The accelerometer can be used to measure the carrier line
acceleration. Further, the velocity and displacement can be obtained by integrating the
linear acceleration with time [17]. The gyroscope can be used to measure the angular
velocity, and the angle can be obtained by integrating the angular velocity with time
accordingly. The magnetometer can be used to measure the geomagnetic force in the space
where the sensor is located. If the geomagnetic field intensity of this position is known, the
included angle between the sensor and geomagnetic line can be calculated according to the
triaxle magnetic force intensity sensitive to the magnetometer [18]. In practice, an IMU is
installed on the center of gravity of the object. The data of the three sensors are fused to
obtain more accurate attitude information.

As Figure 1 shows, the attitude angles of an IMU are the three angles between the
coordinate system and the ground inertial coordinate system, which can be represented by
the roll angle, pitch angle, and yaw angle. The roll angle can be obtained by the rotation
around the X-axis, the pitch angle can be obtained by the rotation around the Y-axis, and
the yaw angle can be obtained by the rotation around the Z-axis [19].
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The magnetic measurement value of a certain point on Earth is h =
[

hb
x, hb

y, hb
z

]
,

which, respectively, represents the components of the measured value of the three-axis
dynamometer along each axis, the magnetic field vector under the geomagnetism, and
the projection of the magnetic field vector under the magnetometer coordinate system.
When it is parallel to the geomagnetic plane, the angle between the magnetometer and the
geomagnetic north pole can be calculated according to Equation (1) [20].

φ = arctan(
hb

y

hb
x
) (1)

In an IMU, Mm
x , Mm

y , Mm
z represent axis components of geomagnetic intensity mea-

sured by magnetometer in the magnetometer coordinate system. Mb
x, Mb

y, Mb
z represent the

corrected values of each axis of geomagnetic field intensity in the magnetometer coordinate
system. The slant angle of the magnetometer can be corrected by the accelerometer as
shown in Equation (2). Mb

x
Mb

y
Mb

z

 =

 cos θ 0 sin θ
sin γ sin θ cos γ − sin γ cos θ
− cos γ sin θ sin γ cos γ cos θ
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The yaw angle of the moving object carrying the IMU can be obtained according to
Equation (3):

φ = arctan(
Mb

y

Mb
x
) (3)

The pitch angle and roll angle are calculated according to the components of gravity
on each axis of the moving object measured by the accelerometer. Ab

x
Ab

y
Ab

z

 =

 cos θ cos φ cos θ sin φ − sin θ
sin γ sin θ cos φ− cos γ sin φ sin γ sin θ sin φ + cos γ cos φ sin γ cos θ
cos γ sin θ cos φ + sin γ sin φ cos γ sin θ sin φ− sin γ cos φ cos γ cos θ

 0
0
1

 (4)

where Ab
x, Ab

y, Ab
z represent the gravity components measured by the accelerometer in each

axis direction, and the vector represents the gravity field component measured by the
accelerometer in each axis in the geographic coordinate system. In this study, θ represents
the pitch angle, and γ represents the roll angle. θ can be obtained using the above equation
and the expression seen in Equations (5) and (6).

θ = arcsin(−Aa
x) (5)

γ = arcsin(
Aa

y

cos θ
) (6)
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Based on the equations above, the position and pose information of the moving object
where an IMU is installed can be obtained.

[φ, θ, γ] = [arctan(
Mb

y

Mb
x
), arcsin(−Aa

x), arcsin(
Aa

y

cos θ
)] (7)

3.2. Extended Kalman Filter

Extended Kalman filter (EKF) technology is utilized to make an optimal estimation
of the state of a nonlinear system. A linear time-varying system can be used to describe a
nonlinear system within each sampling interval, and then the linear time-varying system
can use the Kalman filter (KF). The corresponding processes are as follows [21].

3.2.1. Definition of State Space

The general form of the mathematical model of a nonlinear discrete system can be
expressed in Equation (8). {

xk = f (xk−1, uk−1, wk−1)
yk = h(xk, vk)

(8)

where xk is the state vector of the system at moment k, uk−1 is the input vector of the system
at moment k − 1, wk−1 is the stationary noise sequence of the process of the system at
moment k − 1, f () is the state transition function of the system and nonlinear (or linear)
function of the state xk−1, yk is the measurement vector of the system at moment k, vk is the
noise sequence of the system at moment k, and w and v satisfy normal distribution.

3.2.2. Linearization

We linearized the system mathematically at the point (x̂k, x̂k−1) as{
f (xk−1, uk−1, wk−1) ≈ f (x̂k−1, uk, 0) + ∂ f

∂xk−1
(xk−1 − x̂k−1) +

∂ f
∂wk

wk

h(xk, vk) = h(x̂k, 0) + ∂ f
∂vk

vk
(9)

Under the linear system approximation, both the noise terms and the states are re-
garded as Gaussian distributions. Therefore, states can be described by estimating their
mean and covariance matrices.

3.2.3. Kalman Gain

In this process, the transition matrix, observation matrix, and optimal state value of
the system can be described as

P−k = Fk−1Pk−1FT
k−1 + Q′k (10)

Kk =
P−k HT

k
HkP−k HT

k + R′k
(11)

x̂k = x̂−k + Kk(yk − h(x̂k, 0)) (12)

Pk = (I − Kkhk)P−k (13)

where

Fk−1 =
∂ f

∂xk−1

∣∣∣∣
x̂k−1

, HT
k =

∂ f
∂xk

∣∣∣∣
x̂k

(14)

Q′k = wQwT , R′k = vRvT (15)
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4. Improved Tight Combination Model

To prevent positioning failure due to uncontrollable and cumulative errors from
IMUs, we improved the UWB/IMU combination model with new modules for fixing time
desynchronization, optimizing the threshold setting for UWB ranging, data fusion in NLOS,
and double-loop error self-correction. As Figure 2 shows, first, the distance information
obtained by the second integral of the IMU accelerometer was converted to the global
coordinate. According to the triangular three-side principle, the UWB ranging information
was filtered by removing the positioning error caused by NLOS, and the optimized UWB
ranging information was converted to the location information as the UWB output and
EKF input.
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In Figure 2, this improved model can be divided into four parts: (1) doubling the
IMU acceleration integration by time to obtain distance information, as shown in module
A; (2) UWB time non-synchronous correction to obtain range information, as shown in
module B; (3) distance threshold setting and UWB ranging information optimization, as
shown in module C; (4) improvement of the UWB/IMU tight combination positioning
model establishment, as shown in module D.

To make the cumulative errors from IMUs controllable, the positioning results are
input into the module E, i.e., the module of analysis of the dynamic double-loop cumula-
tive positioning error. Then, the analysis result can be judged according to whether the
controllability is satisfied. If the result is “yes,” then the localization results will be analyzed
for the performances of variance and deviation. Otherwise, if the result is “no”, the current
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positioning results will be ignored, and the workflow returns back to module D for new
position calculation until the positioning system controllability is satisfied.

4.1. IMU Location Calculation

The measured values of IMU are w and a. When calculating the position, velocity, and
quaternion, the IMU measurements need to be integrated by time. From moment i = 0 to k,
the measured value of IMU was integrated, and the expression of PVQ obtained is shown
in Equation (16), where g is gravity acceleration of one point on earth, and g = 9.8 m/s2.

pk+1 = pk + Ti−>jvk +
s

t∈[i,j]
(ak − g)dt2

vk+1 = vk +
∫

t∈[i,j]
(ak − g)dt (16)

4.2. Time Synchronization Correction

In fact, the CPU clocks of the positioning base stations are different. Even if the clocks
can be corrected periodically, the synchronization error and the positioning error can hardly
be completely eliminated.

In general, a time offset of 1 ns with an optical speed can cause a 30 cm position
error theoretically. To minimize the positioning error, the clock offsets of all on-field base
stations can be corrected before the base station ranging. Therefore, although the difference
between the non-synchronized clock only exists at the picosecond level, with light speed, it
can still cause a few meters’ error in the ranging result. Among them, the offset between
the crystal clock and the system global clock, as well as the antenna delay, are the two
remarkable factors leading to the UWB clock offset. The overall clock model is shown in
Equation (17) [22]:

tM = αM
f t + βM

t ± τM (17)

where αM
f is the normalized process based on the system reference clock, and the value is

approximately 1; βM
t is the clock offset based on the system reference clock; and τM is the

antenna delay error.
To reduce the errors above, a counter can be used to synchronize the timestamp from

a slave base station to the master base station. When calculating the time synchronization
for the kth moment, the clock drift (offset) rate between time k and k − 1 can be calculated.
For wireless clock synchronization k, its clock drift rate is

yk =
TBk − TB1k−1

TAk − TAk−1

(18)

When the timestamp signal is received between the wireless clock synchronization
moments k and k + 1, the value of the timestamp of the slave base station is Ck. At this
moment, the timestamp of the slave base station receiving the label signal is synchronized
to the timestamp of the master base station, and the synchronization time is

T = TAk +
Ck − TBk

yk
+ TAB (19)

where TAB is the flight time between the base master station A and slave station B, which is
determined by the distance between these two base stations.

4.3. Distance Threshold Setting

The location information can be optimized by setting the threshold to eliminate the
poor location data of UWB under NLOS. The TDOA positioning method and triangle
three-side theorem [23] were used to set the threshold, as shown in Figure 3.
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The equation group corresponding to Figure 3 can be obtained as
(1) In triangle ABC,

∆S + Di,t−1 − Di,t > 0
∆S + Di,t − Di,t−1 > 0
Di,t−1 + Di,t − ∆S > 0

(20)

(2) In triangle ABD,
∆S + Dn,t−1 − Dn,t > 0
∆S + Dn,t − Dn,t−1 > 0
Dn,t−1 + Dn,t − ∆S > 0

(21)

The combination results are shown in Equation (22):

2∆S + Di,t − Dn,t + Dn,t−1 − Di,t−1 = 2∆S + ∆din,t − ∆din,t−1 > 0
2∆S + Dn,t − Di,t + Di,t−1 − Dn,t−1 = 2∆S + ∆din,t−1 − ∆din,t > 0

(22)

From the state vector, the relative distance ∆S between the current position and the
starting position can be obtained by taking the measured value of the accelerometer for the
second integral with time, and the distance threshold can be obtained as

2∆S−||∆din,t−1 − ∆din,t||> 0 (23)

Because an IMU has the advantage of short time and high-precision positioning,
this threshold above can be used to filter the UWB poor data that are bigger than the
distance threshold.

4.4. Design of Extended Kalman Filter

The state equation and measurement equation of the system based on the improved
UWB/IMU tight combination positioning model were derived based on the extended
Kalman filter. In this study, the position, velocity, and acceleration of an IMU were selected
as state variables, and the ranging information of UWB and the angle information of IMU
were selected as observation values.

4.4.1. System State Equation

The state equation of the tight combination in this improved UWB/IMU is

X(k + 1) = FX(k) + Γw(k) (24)

where X(k) = [(pn
k )

T , (vn
k ), (an

k )]
T

is the state vector of the carrier at time k, w(k) is the

process noise, w(k) ∼ N(0, Q),Q =

[
σa,x 0

0 σa,y

]
,F =

 I2 TI2 T2/2I2
O2 I2 TI2
O2 O2 I2

 is the state
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transition matrix, Γ =

T3/6I2
T2/2I2

TI2

 is the noise drive matrix, T is the length of time from i = 0

to k, and I2 is the unit matrix of 2 × 2.

4.4.2. Measurement Equation

The measurement equation of the tight combination based on the improved UWB/IMU
is shown in Equations (25) and (26).

Y(k) = HX(k) + Dv(k) (25)

Y(k) =


4d1,k
4d2,k

...
4dn,k

 (26)

The corresponding measurement information is the ranging difference between IMU
and UWB.

H =



∂d
imu
1,k

∂pn
x

∂d
imu
1,k

∂pn
y

O2 O2

∂d
imu
2,k

∂pn
x

∂d
imu
2,k

∂pn
y

O2 O2

...
...

...
...

∂d
imu
n,k

∂pn
x

∂d
imu
n,k

∂pn
x

O2 O2


(27)

where H is measurement matrix; n is the amount of data measured by IMU after passing
the threshold; and v(k) is the measurement noise, with v(k) ∼ N(0, R).

Thereby, the extended Kalman gain can be determined based on Equations (10)–(13),
including the transition matrix, observation matrix, and optimal state value of the system.

4.5. Convergence Analysis of Combination Error
4.5.1. Accumulative Error Analysis of IMU after Twice Integral

In theory, the output value of IMU should be 0 when it is idle. However, as Equation (26)
shows, due to the offset b of all three axes and the need to integrate the acceleration value
when calculating the motion speed and relative position, the offset b and Gaussian white
noise n will participate in the integration calculations by time. Subsequently, the result
error of velocity and displacement calculation will become larger with the increase in time.

When the offset b was set to 0.01, the Gaussian white noise was 80, and the error was
eliminated every second, we obtained the cumulative error of IMU speed and position
within 4 s, as shown in the Figure 4.

verr = bat, perr =
1
2

bat2 (28)

4.5.2. Cumulative Error Analysis of EKF-Based Positive Feedback

Regarding the module of EKF, the positioning state error et = xt − x̂t. According to
EFK, linearizing f at x̂t, that is, Taylor expansion, is used to expand the error to obtain the
error linear transfer equation [24].

.
et =

.
xt −

.
x̂t

= f (xt, ut) + nt −
.
x̂t

= f (x̂t, ut) + Fx̂t ,ut(xt − x̂t) + nt −
.
x̂t

= Fx̂t ,ut(xt − x̂t) + nt
= Fx̂t ,ut et + nt

(29)
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It can be found from Equation (29) that, when noise is applied, the state estimator
cannot be predicted, which leads to the failure of system convergence. When the estimate
and the true value of the difference is large, the system matrix F will have larger deviation.
If we use F to transmit the error, then the error transfer system will form positive feedback,
which will eventually cause the filter to diverge.
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Meanwhile, the error between the actual measured value and the estimated observa-
tion is Zt = yt − ŷt. With same principle, Taylor expansion is used again for hat x̂t, and the
linear transfer equation of error is shown in Equation (28) [25].

zt = yt − ŷt
= h(xt) + st − ŷt
= h(x̂t) + Hx̂t(xt − x̂t) + st − ŷt
= Hx̂t et + st

(30)



Appl. Sci. 2023, 13, 10046 11 of 17

It can be found from the equation that the relationship between the state error and
the observation error is approximate. Therefore, when there is a large gap between the
observed value and the estimated value, the system matrix H at this time will also have
a large deviation, and the error will be further amplified after the error continues to be
transmitted by H.

4.5.3. Dynamics Model of Double-Loop Cumulative Error

In this study, an IMU was introduced to reduce the positioning error caused by NLOS
interferences. However, since the second integrations by the time of IMU acceleration leads
to an accumulated error, the UWB error propagation dynamics model and IMU position
cumulative error in this study were used to establish the double-loop cumulative error
dynamics model (DCEM), as shown in Equations (31) and (32).

eDEPM = ω1E1 + ω2E2 (31)

e = ωUWBeDEPM + ωIMUeIMU (32)

In the ith filtering fusion, the state vector at k− 1 moment is used to derive the estimate
of the prior error state at k moment.

e−k = F1Xe
k−1 (33)

where F2,3 is the first-order expression of each part of the state transition matrix F. In this
case, the error state vector at moment k can be kinked with the error state vector at moment
k − 1.

In the discrete positioning system, the error is constantly iterated in the system state
equation. When the iteration reaches the kth moment, the IMU error is eliminated back to
zero, and the j at the next moment is set as j + 1 and i as i + 1. In this way, the convergence
of IMU cumulative error is effectively controlled.

4.5.4. Controllability Analysis of the Sensor-Fusion Error Transmission System

According to the modern control theory, a system is completely controllable when
there is an unconstrained input signal u(t) that can make the system change from any initial
state X0 to another expected state X.

For the state variables system:

.
x = Ax + Bu (34)

Considering whether the algebraic conditions of Equation (34) are valid, it can be
determined whether the system is completely controllable, where A is the system matrix
of n × n dimension, B is the control matrix of n × m dimension, and m is the number of
input signals.

rank
[
B AB A2B · · · An−1B

]
= n (35)

For an IMU, the noise disturbance is equivalent to the unconstrained input signal,
and the position, velocity, and acceleration of the carrier are measured at each moment as
state variables. According to the definition of the fully controllable system, it can be found
that the IMU cannot be fully controllable under the influence of the integration calculation
error. However, in the double-loop cumulative error model, the error controllability can
be introduced because the error state vector at moment k is correlated with the error state
quantity at moment k − 1 during the ith filter fusion, as demonstrated in the simulation
experiments in Section 5.

5. Simulation Experiments

In indoor space, the positioning accuracy and precision of UWB are often affected
by the surroundings of a positioning object. To validate the improved UWB/IMU tight
combination model proposed in this study, the MATALB R2020a simulation tool was used
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to calculate the difference between the distance obtained by the secondary time-integration
of the IMU accelerometer and UWB ranging. Then, the tool eliminated the results larger
than the distance threshold to finally obtain more accurate position according to the filtered
UWB distance results.

The simulation experiment was set in a space of 10 m × 10 m × 5 m (i.e., length
× width × height). We used the UWB hardware (UWB tag, base station) and software
(measurement tool) supplied by Woxu Wireless Company [26] to validate the improved
UWB/IMU positioning. We marked the ground truth line with a black belt on the ground
as shown in Figure 5. The red and blue circles represent the location of the base stations,
which were (2, 2, 4) as an endpoint of a pink line, (2, 8, 4) as an endpoint of a cyan line,
(8, 2, 4) as an endpoint of a blue line, and (8, 8, 4) as an endpoint of a yellow line, and the
red asterisk point represents the origin coordinate (0, 0).
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We used the MATLAB 2019a robotics system toolbox to set the position and attitude
of the trajectory passing point to automatically generate a smooth motion trajectory. The
target motion state included linear motion, curve motion, acceleration, deceleration, and
uniform motion. In this experiment, the linear moving object was analyzed, and the motion
speed was controlled within 4 m/s.

5.1. Motion Trajectory Analysis

In the experimental scenarios above, we set the abscissa x to increase linearly within
the range of [0, 10], and the straight-line y was always maintained at 5 as the reference
track, as shown in Figure 6. The obstacles in the experimental simulation were regarded
as Gaussian white noise, set to 40, and added to the vector signal X. Considering the
atmospheric interference at this time, Gaussian white noise was set to 60 and added to the
vector signal X.

Furthermore, the motion position had a certain deviation. Therefore, the following
three kinds of data were analyzed: (1) IMU acceleration, velocity, and position data opti-
mized by EKF; (2) for the collected UWB and IMU data, the position data obtained using
the tight combination of the improved UWB/IMU were compared with the pure UWB
position data; (3) the positioning error data, including the maximum deviation, minimum
deviation, and standard deviation, as well as the analysis of the error controllability of the
system. The following observations can be seen from Figure 7 and Table 1:

1. The UWB location had the largest standard deviation, and the improved fusion
location had the smallest.
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2. The improved UWB/IMU fusion model could eliminate the cumulative error of IMU
at the same period and ensure the accuracy of positioning system.

3. The improved UWB/IMU fusion model made the error meet the controllability re-
quirement of the system better.
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Table 1. Deviations in I-UWB/IMU, UWB/IMU, and pure UWB positioning.

Method/Model Maximum Deviation (m) Standard Deviation (m)

Pure UWB 1.444 0.8567

UWB/IMU 0.408 0.1283

I-UWB/IMU 0.232 0.0998

5.2. Acceleration KF-Based Optimization Model

The acceleration value of IMU was integrated and converted to obtain the veloc-
ity and position, as shown in Figure 6. Then, the obtained data were filtered based on
EKF technology.

IMU measured the initial position of the carrier as the origin of the coordinates.
Therefore, it can be seen from Figure 6 that as the distance of the X-axis changed from 0,
the acceleration signal and speed signal appeared smoother and more stable after filtering,
and the speed kept changing within 4 m/s.

5.3. Analysis for Improved UWB/IMU Tight Combination Positioning Model

To verify the effectiveness of the algorithm, this study compared the pure UWB (i.e.,
only ranging UWB) positioning system with the improved model based on the UWB/IMU
tight combination and EKF filter positioning system. The pure UWB positioning system
only uses the UWB ranging information for position calculation. The position information
output is unstable and has a large position offset, with the maximum error reaching 2 m.

The improved model could control the error within 0.3 m during 75% of the experiment
and converge the positioning trajectory to the real value faster, which shows that the
improvement based on the combined positioning model of EKF could effectively track
the position of the target. The IMU could remove the data that cannot be identified by
the filter in the traditional model in advance, and the remaining data optimize the UWB
positioning results. This greatly eliminates the impact of NLOS interference on pure UWB
systems [27,28].

The comparison chart of trajectory and positioning results is shown in Figure 7. The
chart shows that along the Y-axis direction, the absolute value of the maximum deviation
of the pure UWB reached 1.444 m, the maximum deviation of the conventional UWB/IMU
reached 0.408 m, and the absolute value of the maximum deviation of the UWB/IMU was
only 0.232 m.

In Table 1, error reduced by 1− (0.232/1.444) = 83.93%, 1− (0.232/0.408) = 43.14%, and
standard deviation reduced by 1 − (0.0998/0.8567) = 88.35%, 1 − (0.0998/0.1283) = 22.21%,
so the improved UWB/IMU tight combination positioning results (as the greed line) were
far better than the pure UWB (as the red color line) shown in Figure 7.

The I-UWB/IMU was the improved UWB/IMU tight combination positioning model
proposed in this paper, and UWB/IMU is the conventional UWB/IMU tight combination
positioning model.

In this experiment, the time interval was 1, i = 1, j = 0, k = 0.02; the system matrix was
F; and the control matrix was Γ.

F =

 I2 I2 1/2I2
O2 I2 I2
O2 O2 I2

, Γ =

1/6I2
1/2I2

I2

 (36)
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According to Equations (34) and (35), the rank of the matrix F was 3, and the system
did not satisfy the complete controllability. In the case of the double-loop accumulated
error in this study, the F and Γ, as shown in Equation (37), are as follows:

F =

 I I 1/2I
O I I
O O I

, Γ =

1/6I
1/2I

I

 (37)

According to Equation (35), the controllable matrix of the system could be calculated as

P =

0.1667 1.1667 3.1667
0.5000 1.5000 2.5000
1.0000 1.0000 1.0000

 (38)

The rank of the matrix P was 3, and the system was completely controllable, proving
that the error of the system was controllable with the elimination approach of the double-
loop accumulated error.

5.4. Discussion

In the experimental result analysis part, the improved UWB/IMU tight combination
model was numerically validated. The experimental results showed that the improved
UWB/IMU tight combination model remarkably enhanced the positioning accuracy with
a maximum deviation of 0.232 m (reduced by 83.93% compared to a pure UWB model
and 43.14% compared to the conventional UWB/IMU model) and standard deviation of
0.09981 m (reduced by 88.35% compared to a pure UWB model and 22.21% compared to
the conventional UWB-IMU model).

In the application of the real-world scene, positioning accuracy will be affected by
obstacles or moving pedestrians in most real-world scenes. It is necessary to consider the
matching problem of the IMU cumulative error elimination step and the UWB elimination
error step in future research, and it is also important to modify the parameters in the
extended Kalman filter to increase the generalization ability of the dynamic double-loop
cumulative error estimation model.

6. Conclusions

This study first analyzed the principle of IMU positioning and EKF technology. Then,
based on the traditional UWB/IMU tight combination methods, an improved tight com-
bination positioning model was proposed, and three new modules were proposed. The
distance information obtained by the second time integral of the IMU accelerometer was
used to optimize the UWB ranging information and convert the location information as
UWB output and EKF input.

The combination model reduced the positioning deviation at each moment and the
overall positioning standard deviation. Furthermore, based on the proposed dual-loop
cumulative error model and modern control theory, it was proven that the error of the
proposed model satisfied the controllability. In this study, an IMU was used as an auxiliary
sensor to optimize the ranging data of the UWB, but the positioning accuracy still mainly
depended on the ranging accuracy of the UWB.

In the future, new research can introduce visual positioning technologies to monitor
environmental occlusions and other conditions in real time, utilize map information cre-
ated by computer vision to improve data fusion technology, and perform the real-time
correction of ranging information to achieve further high-precision positioning in complex
indoor environments.
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