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Abstract: Research related to thermal cameras, which are major control measures, is increasing to
overcome the limitations of closed-circuit television (CCTV) images. Thermal cameras have the
advantage of easily detecting objects at night and of being able to identify initial signs of dangerous
situations owing to changes in temperature. However, research on thermal cameras from a com-
prehensive perspective for practical urban control is insufficient. Accordingly, this study presents
a thermal camera-based abnormal-situation detection service that can supplement/replace CCTV
image analysis and evaluate service preferences. We suggested an integrated Fuzzy AHP/TOPSIS
model, which induces a more reasonable selection to support the decision-making of the demand
for introducing thermography cameras. We found that developers highly evaluated services that
can identify early signs of dangerous situations by detecting temperature changes in heat, which is
the core principle of thermography cameras (e.g., pre-fire phenomenon), while local governments
highly evaluated control services related to citizen safety (e.g., pedestrian detection at night). Clearly,
while selecting an effective service model, the opinions of experts with a high understanding of the
technology itself and operators who actually manage ser-vices should be appropriately reflected.
This study contributes to the literature and provides the basic foundation for the development of
services utilizing thermography cameras by presenting a thermography camera-based abnormal
situation detection service and selection methods and joint decision-making engagement between
developers and operators.

Keywords: abnormal situation detection service; thermal camera; integrated fuzzy AHP/TOPSIS
model; preference evaluation; AHP; TOPSIS

1. Introduction
1.1. Research Background and Purpose

Climate change, aging infrastructure, new types of mobility, and unspecified criminal
accidents have increased the frequency of abnormal urban situations that are difficult
to observe and predict. In this sense, demand has increased for real-time monitoring,
responses, and prevention of urban life safety anomaly that threatens people’s lives. CCTV
is a powerful means for monitoring the life safety anomalies experienced by people. For
instance, the New York City Police Department in the United States operates real-time
responses and surveillance systems via the Domain Awareness System (DAS). This system
is an integrated system for real-time crime monitoring developed by Microsoft and the
Department, by linking CCTV information with police database information [1]. China is
operating an active urban surveillance system via CCTV-based facial recognition technology,
such as Sense Time or Megvii [2]. South Korea is operating CCTV control centers in 226
(lower level) local governments to monitor urban anomalies (e.g., traffic, crime prevention,
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and disasters) via CCTV images [3]. However, as CCTV is not highly effective in nighttime
situations and can suffer from privacy infringement issues, CCTV-dependent systems have
several shortcomings [4,5]. A representative example is the disappearance and death of
a medical student that occurred late at night on 25 April 2021, which was a big issue in
Korea. Although the incident occurred in Hangang Park in the city center with a large
floating population, there was no CCTV inside the park except on the access road to protect
privacy, making it difficult to determine the circumstances of the incident. CCTV is also not
sufficient for identifying early signs of major accidents due to temperature changes, such
as fires, road status (e.g., ice and flooding), and facility conditions.

Advanced control technologies combined with the recent rapidly developed cutting-
edge technologies (e.g., AI, IoT, and Big Data) have been introduced to overcome CCTV’s
limitations. Examples include image analysis for CCTV’s automatic control [6–13] and
integrating IoT to specifically identify situations outside the CCTV control zones [14–16].
Thermography has been particularly highlighted. It refers to images of radiation intensity
measured by an infrared detector which represents the infrared thermal energy radiated
from the surface of the object according to its temperature [17]. Infrared rays can be classi-
fied into near-infrared rays (NIR) with wavelengths 0.8~1.4 µm, shortwave infrared rays
(SWIR) with wavelengths 1.4~3 µm, mid-wave infrared rays (MWIR) with wavelengths
3~5 µm, long-wave infrared rays (LWIR) with wavelengths 8~14 µm, and far infrared rays
(VLWIR) with wavelengths 14 µm or longer [18]. LWIR is the wavelength area with a maxi-
mum infrared ray for a temperature of 300 K and is the wavelength most closely related to
human lives. A thermal camera that uses LWIR is a device that visualizes detected infrared
thermal energy captured by a thermal detector through image processing. It enables one to
confirm objects regardless of the existence or absence of lighting as it can detect radiant heat
emitted by heated objects [17]. Many studies show that Thermography/IR image object
recognition based on thermal cameras is superior to general RGB at night [19–21]. Indeed,
such techniques have been widely applied to diverse sectors, such as traditional military
purposes, night surveillance, fire disaster prevention, life rescue, maritime surveillance,
traffic, and rescue. This technology especially has the advantage of real-time identification
of night situations that cannot be detected by CCTV, changes in object conditions due to
temperature changes, and precursor fire events (or events preceding fires). Recent thermog-
raphy CCTV technology development has enabled fixed installations, and installation in
mobile equipment using robots and drones.

Thus, thermal imaging cameras can replace or supplement CCTV according to service
characteristics and are essential for preventing civil safety accidents that are difficult to
detect on CCTV. In addition, to monitor the safety of more citizens, it should be possible
to operate them at the CCTV control center of the local government. Local government
officials, who are major consumers, need decision-making support when selecting thermal
camera-based services. Local government officials who monitor civil safety have abundant
experience and know-how in operating services on civil safety but lack expertise in the
technology itself. To this end, it is necessary to reflect the opinions of developers who spe-
cialize in understanding the specificity of thermal cameras along with local governments.
Academically, related studies have mainly focused on the experimentation and advance-
ment of individual technologies. However, research from a comprehensive perspective
for practical urban control is insufficient. This study aimed to evaluate the preference
for abnormal detection services using a thermal camera to control threat situations that
are difficult to grasp immediately in general CCTV images. The service model presented
in this study refers to a control service that detects abnormal situations that threaten the
safety of citizens’ lives using images captured by a thermal camera as materials for image
analysis. While numerous studies have examined individual technology/services based on
Thermography/IR images observed by thermal cameras, few studies examine comprehen-
sive decision-making support to introduce practical thermal camera-based image analysis
technologies. Meanwhile, this study conducts in-depth interviews and questionnaires with
an expert group comprising operating personnel in local governments’ control centers
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and Thermography/IR image analysis developers. Through this, we intend to support
decision-making related to the selection and preference evaluation of abnormal situation
detection services via thermal cameras. Comparing the differences in perceptions between
the two groups implies service preference differences between providers (i.e., developers)
and consumers (e.g., local governments). The findings can help inform the selection of core
services in crime prevention, traffic, and disasters that are related to the safety of citizens
within a city. To this end, in the remainder of Section 1, we review the research scope
and methods, followed by a literature review. In Section 2, we suggest a methodology for
service preferences. In Section 3, we set up abnormal situation detection services based on
Thermography/IR images. In Section 4, we conduct an empirical analysis of this model,
including evaluation criteria and service evaluation. Based on this analysis, in Sections 5
and 6, we discuss the findings and their implications.

1.2. Research Scopes and Methods

This study targets urban life safety anomaly detection objects, situations, and precur-
sory phenomena based on Thermography/IR images collected by thermal cameras that
can be controlled by local governments’ control centers. As we targeted anomalies within
citizens’ living spaces, the scope of service areas, such as crime prevention, traffic safety,
and disasters, can be considered to be comprehensive. Devices that collect Thermogra-
phy/IR images encompass fixed installations and mobile devices (e.g., probe cars, general
cars, bicycles, kickboards, drones, and robots). We also considered the speed of technology
development and scalability.

Regarding the research method, we selected the abnormal situation detection services
based on Thermography/IR images through in-depth interviews with experts. For decision
support, we also reviewed the multi-criteria decision-making (MCDM) technique, which
can be helpful for deriving systematic and reasonable alternatives when selecting technolo-
gies and services. Among MCDMs, we suggested optimal methodologies by reviewing the
Fuzzy Analytic Hierarchy Process (AHP), which is a more advanced methodology than
AHP, and Technique for Order Performance by Similarity to Ideal Solution (TOPSIS). Next,
we selected evaluation criteria considering the control centers and service characteristics.
Based on these criteria, we set the hierarchical structure, and assessed evaluation criteria
and service models for each expert group. Finally, we undertook our discussion of the
findings and implications based on the resultant evaluation criteria and service models’
importance ranking.

1.3. Literature Review

Several studies have examined urban anomaly control using Thermography/IR im-
ages. In the field of fire research, one study was conducted to detect flashover phenomena
involving rapid fire propagation using IR image sequences [22]. Studies have explored HW
and system development for effective day and night surveillance by continuously using
thermal cameras [17,23–26]. Others have examined human face recognition based on recent
advanced thermography images [27], recognition of abnormal behaviors [28,29], and falling
recognition [30,31]. These studies indicate deeper and more progressive explorations have
been conducted besides just identifying general objects via thermal cameras. For instance,
road control studies use thermal cameras for various applications, including pedestrian
detection on the road at night [19], object detection in under-exposed areas for autonomous
driving [32], pothole detection on roads [33], and wildlife detection at night [34,35]. Trans-
portation studies have explored the control of railway infrastructure elements such as train
rails [36], while others have analyzed electric bicycle battery packs [37]. This indicates
diverse thermography-based image analysis studies for preventing safety accidents in road
and transportation. Some studies have also diagnosed buildings using thermal cameras,
including detection of issues in building exteriors (e.g., corrosion of steel bars in concrete
structures of buildings) [38,39] and diagnosis of thermal bridges in buildings [40–44]. In
relation to HW, one study analyzed the effects of the performance and variability of thermal
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cameras on changes in the body surface temperature of horses [45]. This study investi-
gated the repeatability and reproducibility of thermal image measurements using five
thermal camera models based on temperature measurements used in the field. This study
emphasizes the importance of ensuring the quality of thermal cameras.

Recent thermography research has focused on a more diverse range of topics, particu-
larly a wider scope of control related to the detection of single objects, urban control, and
monitoring diverse disasters, such as volcano monitoring [46], detection of temperature
changes in landfills based on infrared satellite images [47], and urban heat island phe-
nomenon [48–53]. Some researchers have combined the latest equipment, such as drones
and robots, for the detection of human objects based on drones [54–57], inspection of build-
ing exteriors via drones [58], vegetation classification in urban areas via drones [59], and
outdoor security surveillance robots [60]. Thus, research using Thermography/IR images
has been conducted in various fields: day and night surveillance, road/traffic control,
building diagnosis, various disaster monitoring, and control of urban spaces. This indicates
an expanded increase in use cases and applications for thermal camera-based services;
while selecting a service model in Section 3, we referred to these studies. However, these
studies focused on individual fields; few studies adopt a comprehensive perspective related
to using thermal cameras for practical urban surveillance services. This study differs from
previous studies in that it explores the selection of comprehensive and diverse abnormal
situation detection services based on thermal cameras by actual operators, such as local
governments and facility managers, who manage abnormal situations in a city.

2. Materials and Methods
2.1. Importance Analysis of Fuzzy AHP-Based Evaluation Criteria

This study aims to support decision-making on the introduction of control services
that can detect life safety abnormalities in a city through thermal cameras. One of the
most common approaches is MCDM, which has been utilized to suggest objective priority
alternatives based on evaluation criteria according to the defined purpose. MCDM is
a proven technique that can present a priority alternative based on the understanding
and knowledge level of the evaluation criteria, alternatives, and stratification structures.
The typical methodology of MCDM is AHP. AHP hierarchically classifies a number of
attributes and identifies the importance of each attribute in selecting an optimal alternative.
AHP has the advantage of being able to structure alternatives in complex decision-making
situations, and easily integrate quantitative/qualitative and subjective/objective factors
based on the experience and knowledge of experts. AHP was developed by Saaty and
supports decision-making through pairwise comparison between hierarchical elements [61].
Since Saaty’s study, numerous researchers have developed diverse derivative techniques.
A representative example is Fuzzy AHP, which combines the fuzzy theory suggested
by Zadeh with AHP [62]. Fuzzy Theory is a concept that introduces fuzzy logic and
fuzzy sets to overcome the inaccuracy and imprecision of subjective judgment during
evaluation. Fuzzy AHP enables a mathematical expression of unclear phenomena (e.g.,
ambiguous quantitative information, and subjective and uncertain judgment) as well as
deriving reasonable decision-making alternatives [3]. Although it is hard to make a direct
comparison, some have shown that Fuzzy AHP is mathematically more reliable based on a
comparative analysis between the classical method, AHP, and Fuzzy AHP [63]. Numerous
studies have also derived priorities for technology/services by evaluating the reliability
of the Fuzzy-AHP model [64–67]. This study performs a relative importance analysis of
evaluation criteria by considering the advantages of Fuzzy AHP.

The Fuzzy AHP, as utilized in this study, is a supplemented calculation formula by
Laarhoven and Pedrycz using a Triangular Fuzzy Number (TFN) based on Saaty’s AHP [68].
The triangular fuzzy number M used to calculate the weight was expressed by modifying
M1 = (l1, m1, u1), the membership function of the lower, center, and upper values, to
(a1, a2, a3) to compare the pairs (Figure 1).
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Here, TFN is expressed in the form of a triangle with three points: (l, m, u; l = lower
limit, m = middle, u = upper limit), and their area is the size of TFN [66,69,70]. We utilized
the fuzzy style outlined in Table 1, which was presented as a Fuzzy AHP extended analysis
technique to derive TFN [3,7,66,71,72].

Table 1. Fuzzy scale.

Linguistic Scale F-No. Fuzzy Triangular Scale Reciprocal F-T-Scale

Equal importance 1 (1, 1, 1) (1, 1, 1)
Moderate importance 3 (2/3, 1, 3/2) (2/3, 1, 3/2)

Strong importance 5 (3/2, 2, 5/2) (2/5, 1/2, 2/3)
Very strong importance 7 (5/2, 3, 7/2) (2/7, 1/3, 2/5)

Extreme importance 9 (7/2, 4, 9/2) (2/9, 1/4, 2/7)

To derive evaluation criteria per class, the fuzzy scale in Table 1 was utilized to
calculate the average value of weights according to pairwise comparison. By utilizing
Equations (1)–(4), we derived the TFN Si = (li, mi, ui) value of the ith attribute, and finally
calculated the eigenvector normalization value of the minimum value for defuzzification
of the TFN Si per evaluation criterion [3,67,70]. Equation (1) is the sum of the relatively
evaluated scores before fuzzification per item. Equation (2) is a triangular fuzzification
according to the l, m, and u values according to the fuzzy scale. Equation (3) is the sum
of the relatively evaluated items of each evaluation criterion for each value of l, m, and u.
Equation (4) is the final TFN value that takes the reciprocal of the sum of l, m, and u.

Si = ∑m
j=1 Mij ×

[
∑n

i=1 ∑m
j=1 Mij

]−1
(1)

s.t∑m
j=1 Mij =

(
∑m

j=1 lij, ∑m
j=1 mij, ∑m

j=1 uij

)
(2)

∑n
i=1 ∑m

j=1 Mij =
(
∑n

i=1 ∑m
j=1 lij, ∑n

i=1 ∑m
j=1 mij, ∑n

i=1 ∑m
j=1 uij

)
(3)

[
∑n

i=1 ∑m
j=1

]−1
=

[
1

∑n
i=1 ∑m

j=1 uij
,

1
∑n

i=1 ∑m
j=1 mij

,
1

∑n
i=1 ∑m

j=1 lij

]
(4)
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2.2. Importance Analysis of Fuzzy TOPSIS-Based Alternatives

In Section 2.1, we used the relative importance analysis methodology using a pairwise
comparison-based Fuzzy AHP technique for the evaluation criteria. However, for the
alternative evaluation, when the number of alternatives that participants need to respond
to is large, the pairwise comparison evaluation can result in more questionnaire items,
and thus, more insincere responses. As this study evaluates more than 20 alternatives, a
pairwise comparison between each item is impossible. Consequently, we attempted to
evaluate the alternatives using an absolute evaluation instead of a relative importance
evaluation. For absolute evaluation, a classic AHP method can be utilized. However,
the TOPSIS technique can also be applied as Fuzzy theory can be applied, as shown in
Section 2.1, and rational choices can be induced by simultaneously considering the best
and worst alternatives [73–76]. In particular, the TOPSIS technique can simultaneously
display the best and worst alternatives as real values, and it is possible to measure the
performance of all alternatives from a multicriteria perspective. It also has the advantages
of rational logic and calculation simplicity [77]. This study uses fuzzy language to solve the
uncertainty problem of subjective and ambiguous linguistic information. Based on this, we
used the Fuzzy TOPSIS technique, which combines the TOPSIS method to provide more
accurate criterion weighting by considering the best and worst alternatives.

The widely used TOPSIS method, proposed by Hwang and Yoon, elects alternatives
closest to the Positive Ideal Solution (PIS), and farthest from the Negative Ideal Solution
(NIS) [78]. As this technique can induce rational choices by simultaneously considering
the best and worst alternatives, it is facile to calculate evaluations of all alternatives from
a multi-attribute perspective [73–76]. The fuzzy scale is a 5-point scale utilized in the
Fuzzy-AHP analysis. The fuzzification of alternatives per evaluation criterion aggregated
from multiple evaluators is calculated in Equation (5), and the fuzzy weights are calculated
in Equation (6) [79].

aij = mink

(
ak

ij

)
, bij =

1
k ∑k

k=1 bk
ij, cij = maxk

(
ck

ij

)
(5)

wj1 = mink

(
wk

j1

)
, wj2 =

1
k ∑k

k=1 wk
j2, wj3 = maxk

(
wk

j3

)
(6)

Then, the normalized fuzzy decision matrix
∼
R =

[∼
rij

]
(Equations (7) and (8)), and the

fuzzy decision matrix
∼
V =

[ ∼
vij

]
, vij = řij × wj with the evaluation criteria weights (TFN)

derived by Equation (4), can be calculated [79].

řij =

(
aij

c∗j
,

bij

c∗j
,

cij

c∗j

)
and c∗j = maxi

(
cij
)
(bene f it criteria) (7)

řij =

(
a−j
cij

,
a−j
bij

,
a−j
aij

)
and c−j = mini

(
aij
)
(cost criteria) (8)

Next, the Fuzzy Positive Ideal Solution (FPIS) and Fuzzy Negative Ideal Solution
(FNIS) can be calculated as shown in Equations (9) and (10), respectively [79].

A∗ = (v∼∗
1 , v∼∗

2 . . . , v∼∗
n ), where v∼∗

j = maxi
(
vij3
)

(9)

A− =
(
v∼−

1 , v∼−
2 . . . , v∼−

n
)
, where v∼−

j = mini
(
vij1
)

(10)

Two TFN distance calculation methods suggested by Chen were utilized to measure the
FPIS and FNIS distances per alternative [80]. When

∼
x = (a1, b1, c1) and

∼
y = (a2, b2, c2)
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are two TFNs, the distance can be calculated as shown in Equation (11), and the final FPIS
and FNIS distances in each alternative can be calculated according to Equation (12) [79].

d(x̌, y̌) =

√
1
3

[
(a1 − a2)

2 + (b1 − b2)
2 + (c1 − c2)

2
]

(11)

d∗i = ∑n
j=1 d

(
v̌ij, v̌∗j

)
, d−i = ∑n

j=1 d
(

v̌ij, v̌−j
)

(12)

Finally, the proximity coefficient for each alternative CCi can be calculated as shown
in Equation (13), and the ranking can be determined from the alternative with the highest
CCi [79].

CCi =
d−i

d−i + d∗i
(13)

3. Service Model Selection

In this study, the actual sources of demand are local governments’ Smart City Inte-
grated Operation Centers, which operate CCTVs and IoT sensors that can monitor citizens’
life safety, and facility operators, who manage individual buildings and facilities. As
mentioned before, South Korea operates Smart City Integrated Operation Centers in 226
local governments. To practically set an operatable service model, we created a group of
five experts including public officials who were in charge of the control center of the local
government and had experience in operating thermal cameras, and thermography image
analysis developers. We also conducted a Focus Group Interview (FGI) to set alternative
service models based on the expert group’s opinions. FGI can be utilized when limited
literature is available and solutions with new perspectives are required [81]. Especially, FGI
is a highly useful decision-making support method when comprehensive perspectives and
insights in diverse fields are needed [3].

In the first half of the FGI, we reviewed thermal camera-based research and application
cases prepared by the authors and then focused on discussing available services to be
targeted particularly with thermography image analysis developers. The thermal-camera-
based research case included not only the results of prior studies of such issues as “1-3” fire
sessions, night objects, road/traffic fields, and urban control but also examples of the actual
operation of thermal camera products in the field. The main discussion topics were fire
and abnormal weather control services using nighttime object detection and temperature
differences. Afterward, we classified specific services while targeting the living SOC (Social
Overhead Capital), which is controlled by public servants in charge of control centers of
local governments. We also derived detailed services based on thermography images that
can supplement existing CCTV control in road, pedestrian safety, facility management, and
disaster prevention. In the second half of the FGI, we organized stratification and specific
control details for the discussed service models.

The final derived service model determined by the FGI was as follows. In the major
classification, we derived items related to anomaly detection, such as objects, roads, fa-
cilities, and disaster prevention situations. First, we discuss the potential object anomaly
detection service. In terms of its medium classification, the preventive detection service of
traffic accidents at night includes the nighttime pedestrian detection service, identifying
which can be challenging using nighttime CCTVs as well as for vehicle drivers. This
classification includes nighttime mobility detection services to prevent high-risk accidents
in alleys due to kickboards, and bicycles. The night security incident detection service
encompasses the violence-related incident detection service (e.g., crowding, collision, and
collapse), detection service for fear of crime related to violence (hereafter, “crime fear”; e.g.,
loitering and following), and intrusion status detection service at night (e.g., private land
and prohibited facilities). The pedestrian hazard detection service includes the detection of
dense pedestrian situations within pedestrian spaces (e.g., alleys and pedestrian paths),
and a service for computing population clustering at festivals and crowded events.



Appl. Sci. 2023, 13, 11591 8 of 27

Second, the road anomaly detection service includes the following. The road weather
hazard detection service includes a road surface temperature detection service for detecting
the road surface status and abnormally high temperatures of underground facilities due
to high temperatures in summer, as well as a road flooding detection service (e.g., heavy
rain and drain blockage on roadside) and road ice detection service in winter. The road
surface hazard detection service encompasses a road pothole detection service to detect
road damage risks, such as potholes and cracks, and fallen objects on the road.

Third, the facility anomaly detection service includes the following. The building
status detection service includes the detection service of building exterior damage (e.g.,
damage to the exterior wall of a building and deterioration levels), as well as the building
structure diagnostics service to detect temperature differences for diagnosis per space
and the structure of a building. The precursor fire event detection service in facilities
encompasses the detection service for precursor fire events within buildings (e.g., under-
ground electric vehicle charging stations and distribution facilities in multi-use facilities),
and the detection service of precursor gas and fire events in facilities that may leak from
construction sites, traditional markets, and gas facilities. The detection service of facility
accident signs includes the detection service for emissions in business places to detect air
pollutants (e.g., carbon, nitrogen oxides, and incombustible gases) emitted from places of
businesses, and the detection service of explosives at large events with large crowds to
prevent terrorism.

Fourth, the disaster prevention anomaly detection service is as follows. The natural
disaster prevention detection service includes the detection service for precursor forest fires
in forest areas vulnerable to fire (e.g., mountains, forests, and parks), and river flooding
detection service to detect river flooding and precursory phenomena in deteriorating
weather conditions. Finally, a heat island detection service was derived in response to
summer heat waves. Overall, four major services were identified, followed by ten services
at the medium classification, and finally, 21 abnormal situation detection services based on
thermal cameras (Table 2).

Table 2. Service model.

Major Classification Medium Classification Minor Classification (Service Model)

A. Object anomaly detection

A-1. Preventive detection of traffic accidents
at night

A-1-1. Pedestrian detection at night

A-1-2. Nighttime mobility detection

A-2. Detection of night security incidents

A-2-1. Violence-related incident detection

A-2-2. Detection of crime fear

A-2-3. Intrusion status detection

A-3. Pedestrian hazard detection
A-3-1. Detection of dense pedestrian
situation

A-3-2. Calculation of cluster population

B. Road anomaly detection

B-1. Road weather hazard detection

B-1-1. Road surface temperature detection

B-1-2. Road flooding detection

B-1-3. Road ice detection

B-2. Road surface hazard detection
B-2-1. Road pothole detection

B-2-2. Detection of fallen objects on road
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Table 2. Cont.

Major Classification Medium Classification Minor Classification (Service Model)

C. Facility anomaly detection

C-1. Building status detection C-1-1. Detection of building exterior damage

C-1-2. Building structure diagnostics

C-2. Detection of precursor fire events in facility

C-2-1. Detection of precursor fire events
within buildings

C-2-2. Detection of precursor fire events
within facilities

C-3. Detection of facility accident signs

C-3-1. Detection of emissions in business
places

C-3-2. Detection of explosives at large events

D. Disaster prevention
anomaly detection

D-1. Natural disaster prevention detection
D-1-1. Detection of precursor forest fire

D-1-2. River flooding detection

D-2. Heat island detection D-2-1. Heat island detection

4. Empirical Analysis
4.1. Analysis Overview

We evaluated the preferences for abnormal situation detection services based on ther-
mal cameras by utilizing the integrated Fuzzy AHP/TOPSIS model. Groups of 25 experts,
including persons operating local governments’ control centers (12 experts) and Thermog-
raphy/IR image analysis developers (13 experts), were interviewed to evaluate service
models more professionally and practically. Since evaluators are experts who develop and
operate practical services, they understood this study and the questionnaire very well,
resulting in higher reliability of the analysis results. Furthermore, we could conduct a
comparative analysis of the service preferences of providers (developers) and consumers
(local governments), as well as the overall service model evaluation. In AHP research,
even if the number of respondents is small, the sample size is not a problem if expertise
and logical consistency are assumed [82]. We utilized Microsoft Office Excel 2019 as an
analysis tool.

Stratification, one of the important tasks of AHP analysis, requires an organic design
of decision-making details, or evaluation criteria and hierarchical structure between alter-
natives, to achieve the final goal [3]. The goal of this study, which is the first class, is the
selection of abnormal situation detection services based on a thermography camera. The
evaluation criteria for evaluating alternatives can be classified into the second and third
classes. Finally, evaluation alternatives that belong to the fourth class are the 21 service
models selected previously. This study reviewed the main public guidelines that evaluated
the value of technologies and services in Korea to select evaluation criteria for the second
and third classes. Reviewing the Smart City Service Certification System [83], Technology
Assessment of Technology Guarantee Fund [84], and Technology Value Evaluation Manual
of the Ministry of Land, Infrastructure and Transport [85] shows that common evaluation
criteria include compliance, technology, marketability, and business feasibility according to
the evaluation purpose.

This study was conducted at the stage of establishing service models before operating
actual technologies and services. Therefore, we excluded items such as the degree of rights,
business feasibility, and functional evaluation necessary at the project implementation
stage among the previously investigated items. Three major classification evaluation cri-
teria were finally selected: purpose compliance, service suitability, and service feasibility.
Among minor classification evaluation criteria, we identified basic technology/service
evaluation items and set new evaluation criteria (e.g., CCTV replacement/complementary
effects) appropriate for this study (Table 3). Specifically, purpose compliance consists of
the prevention of life safety, CCTV replacement/complementary effects, and conformity to
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relevant policies. Service suitability consists of service performances/effects, competitive-
ness versus existing services, and market demand growth. Service feasibility consists of
economic efficiency, field applicability, and operational sustainability. Figure 2 shows the
final hierarchical structure reflecting these categories and criteria across classes.

Table 3. Evaluation criteria.

Main Category Sub-Category Details of Evaluation Criteria

Purpose compliance

Prevention of life safety The level of conforming with the purpose of life
safety prevention

CCTV replacement/complementary effects Detecting anomalies that cannot be solved solely by
CCTV images

Conformity to relevant policies The level of compliance with government and local
government policies

Service suitability

Service performances/effects Performance and effectiveness of the service itself
(e.g., accident prevention and incident reaction)

Competitiveness versus existing services Level of competitiveness compared with existing
facilities/technologies/services

Market demand growth Technology trends and the extent of market potential
in the corresponding service sector

Service feasibility

Economic efficiency Effectiveness compared to investment, economic
efficiency, and commercialization potential

Field applicability

Risk management (e.g., personal information and
administrative delays) and levels of cooperation
with related organizations (e.g., 112, 119, and local
governments)

Operational sustainability Efficient management operation and long-term
service sustainability
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4.2. Evaluation Criteria Analysis

Before analyzing the evaluation criteria, we verified the questionnaire’s consistency.
The Consistency Ratio (CR) is calculated according to the comparison matrix Consistency
Index (CI) and n size and is calculated using the average random index of multiple com-
parison matrices CI [82]. In general, if CR is less than 0.1, consistency is good, and a level
of 0.1–0.2 is determined to be appropriate. The CR of the 25 samples used in this analysis
was 0.124, indicating appropriate consistency.
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For pairwise comparison analysis of the second and third classes, which are the
evaluation criteria classes, we constructed a matrix based on the aforementioned fuzzy
scale and then calculated the geometric mean value of the fuzzy preference. Based on
this, the TFN value per evaluation criterion and eigenvector value of the minimum value
for defuzzification, or the final weights, were calculated. The TFN values, reported in
Table 4, of the second class were: purpose compliance had values of 0.24, 0.34, and 0.46,
service suitability had values of 0.24, 0.33, and 0.47, and service feasibility had values of
0.24, 0.33, and 0.46. The final calculated normalized weight was the highest for purpose
compliance (0.387), followed by service suitability (0.333) and service feasibility (0.331). The
configuration of a service model such as prevention of life safety and CCTV complementary
effects may be considered to be important to appropriately use special equipment like
thermal cameras.

Table 4. The second class TFN and weight calculation results.

The Second Class Purpose Compliance Service Suitability Service Feasibility

Purpose compliance (1, 1, 1) (0.76, 0.97, 1.24) (0.82, 1.04, 1.32)
Service suitability (0.80, 1.03, 1.31) (1, 1, 1) (0.75, 0.98, 1.27)
Service feasibility (0.76, 0.96, 1.21) (0.79, 1.02, 1.33) (1, 1, 1)
TFN ( S1, S2, S3) (0.24, 0.34, 0.46) (0.24, 0.33, 0.47) (0.24, 0.33, 0.46)

Weight
(normalization) 0.337 0.333 0.331

We also calculated TFN and weights per evaluation criteria of three classes in the same
manner. The results are reported in Table 5. For the TFN of purpose compliance, prevention
of life safety had values of 0.28, 0.39, and 0.54, CCTV replacement/complementary effects
had values of 0.24, 0.34, and 0.48, and conformity to relevant policies had values of 0.19,
0.26, and 0.37. Prevention of life safety had the highest weight (0.394), followed by CCTV
replacement/complementary effects (0.337) and conformity to relevant policies (0.270).
Thus, citizens’ life safety anomaly prevention was a top priority, and the complementary
effect of abnormal situations that cannot be solved only by CCTVs was considered more
important than governments’ policies. In terms of TFN of service suitability, service
performances/effects had values of 0.29, 0.41, and 0.58, competitiveness versus existing
services had values of 0.21, 0.29, and 0.40, and market demand growth had values of
0.22, 0.30, and 0.41. Service performances/effects had the highest weight (0.402), followed
by market demand growth (0.299) and competitiveness versus existing services (0.295).
Clearly, the performance and effectiveness of the service itself, such as response to abnormal
situations and accident prevention, are important evaluation factors. Finally, regarding
the TFN of service feasibility, economic efficiency had values of 0.22, 0.30, and 0.42, field
applicability had values of 0.28, 0.40, and 0.57, and operational sustainability had values of
0.21, 0.29, and 0.40. Field applicability had the highest weight (0.396), followed by economic
efficiency (0.308) and operational sustainability (0.295). Field applicability, including
personal information protection, risk management such as administrative delays, and
actual service operation in the field, appears to be highly evaluated.

Finally, the final importance ranking calculated by multiplying the evaluation criteria
weights of the second and third classes and reported in Table 6 revealed that service
performances/effects were the most important at 0.134, followed by prevention of life safety
(0.132), field applicability (0.131), CCTV replacement/complementary effects (0.113), and
economic efficiency (0.102). The performance/effects of the service itself should be excellent
depending on the distinct features of a thermal camera. Prevention of life safety for citizens
is assumed to be possible by replacing/supplementing CCTVs. Furthermore, selecting a
service model that ensures practical field applicability and economic efficiency is essential
to realize services such as risk management, cooperation with related organizations, and
government support.
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Table 5. The third class TFN and weight calculation results.

Third Class Prevention of Life
Safety

CCTV Replacement/
Complementary

Effects

Conformity to
Relevant Policies

Purpose compliance

Prevention of life safety (1, 1, 1) (0.93, 1.17, 1.47) (1.17, 1.47, 1.83)

CCTV replacement/
complementary effects (0.68, 0.85, 1.07) (1, 1, 1) (0.97, 1.30, 1.72)

Conformity to relevant
policies (0.55, 0.85, 1.07) (0.58, 0.77, 1.03) (1, 1, 1)

TFN ( S1, S2, S3) (0.28, 0.39, 0.54) (0.24, 0.34, 0.48) (0.19, 0.26, 0.37)

Weight (normalization) 0.394 0.337 0.270

Third Class Service
Performances/Effects

Competitiveness
versus Existing

Services

Market Demand
Growth

Service suitability

Service
performances/effects (1, 1, 1) (1.13, 1.41, 1.79) (1.03, 1.36, 1.76)

Competitiveness versus
existing services (0.56, 0.70, 0.88) (1, 1, 1) (0.77, 0.98, 1.26)

Market demand
growth (0.57, 0.73, 0.97) (0.79, 1.02, 1.30) (1, 1, 1)

TFN ( S1, S2, S3) (0.29, 0.41, 0.58) (0.21, 0.29, 0.40) (0.22, 0.30, 0.41)

Weight (normalization) 0.402 0.295 0.299

Third Class Economic Efficiency Field Applicability Operational
Sustainability

Service feasibility

Economic efficiency (1, 1, 1) (0.69, 0.87, 1.11) (0.74, 0.94, 1.20)

Field applicability (0.90, 1.15, 1.45) (1, 1, 1) (1.22, 1.59, 2.05)

Operational
sustainability (0.83, 1.06, 1.35) (0.49, 0.63, 0.82) (1, 1, 1)

TFN ( S1, S2, S3) (0.22, 0.30, 0.42) (0.28, 0.40, 0.57) (0.21, 0.29, 0.40)

Weight (normalization) 0.308 0.396 0.295

Table 6. Analysis results of evaluation criteria.

Class A Class B

Major Classification Weight (Rank) Minor Classification Weight (Rank) Final Importance (Rank)

Purpose compliance 0.337 (1)

Prevention of life safety 0.394 (1) 0.132 (2)

CCTV replacement/complementary
effects 0.337 (2) 0.113 (4)

Conformity to relevant policies 0.270 (3) 0.091 (9)

Service suitability 0.333 (2)

Service performances/effects 0.402 (1) 0.134 (1)

Competitiveness versus existing
services 0.295 (3) 0.098 (7)

Market demand growth 0.299 (2) 0.099 (6)

Service feasibility 0.331 (3)

Economic efficiency 0.308 (2) 0.102 (5)

Field applicability 0.396 (1) 0.131 (3)

Operational sustainability 0.295 (3) 0.097 (8)
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4.3. Evaluation of Services
4.3.1. Calculation Process and Analysis Results of All Respondents

We performed triangular fuzzification of alternatives per evaluation criteria by ap-
plying the fuzzy scale per evaluation score in Table 1 to evaluate alternatives based on
Fuzzy-TOPSIS. By utilizing Equations (5) and (6), we performed a fuzzification of alterna-
tive evaluations consisting of the minimum, average, and maximum values of the TFN per
item. Table 7 indicates the results from the 25 valid samples.

Using Equations (7) and (8), we calculated the normalized and weighted fuzzy decision
matrices. Taking the A-1-1 (Pedestrian detection at night) alternative evaluation of the
prevention of life safety evaluation criteria as an example, the upper limit of these criteria
(c∗i ) is 4.5. Then, the decision matrix is R =

(
0.7
4.5 , 3.1

4.5 , 4.5
4.5

)
, and the weighted fuzzy decision

matrix is calculated as V =
(

0.7
4.5 , 3.1

4.5 , 4.5
4.5

)
× (0.28, 0.39, 0.54) = (0.04, 0.27, 0.54). Using

Equations (9) and (10), we calculated FPIS and FNIS, respectively, as shown in Table 8.
Using Equation (11), we measured the distances of FPIS and FNIS per alternative.

Taking FNIS of the A-1-1 (pedestrian detection at night) alternative to the prevention of life
safety evaluation criteria as an example, we obtain:

d(x, y) =

√
1
3

[
(0.04 − 0.04)2 + (0.27 − 0.17)2 + (0.54 − 0.42)2

]
= 0.093.

The final FPIS (d∗i ) and FNIS (d−i ) for each alternative calculated by Equation (12) are
reported in Tables 9 and 10, respectively.

Finally, the proximity coefficient (CCi) is calculated by Equation (13), and the ranking
of each evaluation alternative is reported in Table 11. CCi of Pedestrian detection at night
(A-1-1) and nighttime mobility detection (A-1-2) are 0.896, and 0.859, respectively, and
ranked first and second. Thus, the importance of preventing traffic accidents that threaten
pedestrian safety at night, when CCTV video monitoring is ineffective, was the most
highly evaluated. Next, detection service of precursor fire events within buildings (C-2-1,
CCi: 0.854) and facilities (C-2-2, CCi: 0.810) were also highly evaluated, ranking third and
fourth. Clearly, the interest of evaluators and the importance placed on these issues have
increased due to the occasional fire accidents during charging electric vehicles, and at
construction sites and traditional markets. In particular, in the case of fires in electrical
equipment, the prime time is short; however, precursors to fires, such as temperature
changes before a fire occurs, can be confirmed through a thermal camera. The relatively
high ranking of these factors suggests that these special characteristics of thermal cameras
were reflected in the evaluation.
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Table 7. Triangular fuzzification.

Classification

Purpose Compliance Service Suitability Service Feasibility

Prevention of
Life Safety

CCTV
Replacement/

Complementary
Effects

Conformity to
Relevant
Policies

Service Perfor-
mances/Effects

Competitiveness
versus Existing

Services
Market Demand

Growth
Economic
Efficiency

Field
Applicability

Operational
Sustainability

A-1-1. (0.7, 3.1, 4.5) (0.7, 3.1, 4.5) (0.7, 2.8, 4.5) (1.5, 3.6, 4.5) (1.5, 2.9, 4.5) (0.7, 3.0, 4.5) (0.7, 2.8, 4.5) (1.5, 3.2, 4.5) (0.7, 3.0, 4.5)

A-1-2. (0.7, 3.0, 4.5) (0.7, 3.0, 4.5) (0.7, 2.8, 4.5) (1.5, 3.4, 4.5) (1.5, 2.9, 4.5) (0.7, 2.8, 4.5) (0.7, 2.8, 4.5) (1.5, 3.1, 4.5) (0.7, 3.0, 4.5)

A-2-1. (0.7, 2.6, 4.5) (0.7, 2.4, 4.5) (0.7, 2.6, 4.5) (0.7, 2.7, 4.5) (0.7, 2.2, 4.5) (0.7, 2.3, 4.5) (0.7, 1.9, 4.5) (0.7, 2.3, 4.5) (0.7, 2.2, 4.5)

A-2-2. (0.7, 2.4, 4.5) (0.7, 2.0, 4.5) (0.7, 2.2, 4.5) (0.7, 2.5, 4.5) (0.7, 1.9, 4.5) (0.7, 2.2, 4.5) (0.7, 1.7, 4.5) (0.7, 1.9, 4.5) (0.7, 1.8, 4.5)

A-2-3. (0.7, 2.6, 4.5) (0.7, 2.6, 4.5) (0.7, 2.8, 4.5) (0.7, 2.7, 4.5) (0.7, 2.4, 4.5) (0.7, 2.1, 4.5) (0.7, 2.2, 4.5) (0.7, 2.4, 4.5) (0.7, 2.1, 4.5)

A-3-1. (0.7, 2.8, 4.5) (0.7, 2.4, 4.5) (0.7, 2.8, 4.5) (0.7, 3.0, 4.5) (0.7, 2.6, 4.5) (0.7, 2.7, 4.5) (0.7, 2.5, 4.5) (0.7, 2.8, 4.5) (0.7, 2.4, 4.5)

A-3-2. (0.7, 2.8, 4.5) (0.7, 2.2, 4.5) (0.7, 2.8, 4.5) (0.7, 2.8, 4.5) (0.7, 2.4, 4.5) (0.7, 2.5, 4.5) (0.7, 2.4, 4.5) (0.7, 2.8, 4.5) (0.7, 2.4, 4.5)

B-1-1. (0.7, 2.4, 4.5) (0.7, 2.3, 4.5) (0.7, 2.4, 4.5) (0.7, 2.5, 4.5) (0.7, 2.3, 4.5) (0.7, 2.4, 4.5) (0.7, 2.0, 4.5) (0.7, 2.3, 4.5) (0.7, 2.0, 4.5)

B-1-2. (0.7, 2.9, 4.5) (0.7, 2.3, 4.5) (0.7, 2.7, 4.5) (0.7, 2.7, 4.5) (0.7, 2.1, 4.5) (0.7, 2.5, 4.5) (0.7, 2.2, 4.5) (0.7, 2.6, 4.5) (0.7, 2.1, 4.5)

B-1-3. (0.7, 3.0, 4.5) (0.7, 3.0, 4.5) (0.7, 2.7, 4.5) (0.7, 2.8, 4.5) (0.7, 2.8, 4.5) (0.7, 2.7, 4.5) (0.7, 2.4, 4.5) (0.7, 2.7, 4.5) (0.7, 2.3, 4.5)

B-2-1. (0.7, 2.4, 4.5) (0.7, 2.0, 4.5) (0.7, 2.4, 4.5) (0.7, 2.3, 4.5) (0.7, 1.9, 4.5) (0.7, 2.3, 4.5) (0.7, 1.9, 4.5) (0.7, 2.1, 4.5) (0.7, 2.0, 4.5)

B-2-2. (0.7, 2.4, 4.5) (0.7, 1.7, 4.5) (0.7, 2.1, 3.5) (0.7, 2.2, 4.5) (0.7, 2.0, 4.5) (0.7, 2.0, 4.5) (0.7, 2.0, 4.5) (0.7, 2.0, 4.5) (0.7, 2.0, 3.5)

C-1-1. (0.7, 2.0, 4.5) (0.7, 1.9, 4.5) (0.7, 1.8, 3.5) (0.7, 2.3, 4.5) (0.7, 2.1, 4.5) (0.7, 2.2, 4.5) (0.7, 1.8, 4.5) (0.7, 2.0, 4.5) (0.7, 2.0, 4.5)

C-1-2. (0.7, 1.9, 3.5) (0.7, 1.9, 4.5) (0.7, 1.9, 4.5) (0.7, 2.3, 4.5) (0.7, 2.0, 4.5) (0.7, 2.2, 4.5) (0.7, 1.9, 4.5) (0.7, 2.1, 4.5) (0.7, 2.0, 4.5)

C-2-1. (0.7, 3.1, 4.5) (0.7, 3.0, 4.5) (0.7, 2.7, 4.5) (1.5, 3.3, 4.5) (0.7, 3.1, 4.5) (0.7, 2.8, 4.5) (0.7, 2.7, 4.5) (0.7, 3.2, 4.5) (0.7, 2.8, 4.5)

C-2-2. (0.7, 3.3, 4.5) (0.7, 3.3, 4.5) (0.7, 2.8, 4.5) (1.5, 3.4, 4.5) (0.7, 3.2, 4.5) (0.7, 2.8, 4.5) (0.7, 2.8, 4.5) (0.7, 3.1, 4.5) (0.7, 2.8, 4.5)

C-3-1. (0.7, 2.4, 4.5) (0.7, 2.6, 4.5) (0.7, 2.6, 4.5) (0.7, 2.7, 4.5) (0.7, 2.6, 4.5) (0.7, 2.2, 4.5) (0.7, 2.1, 4.5) (0.7, 2.4, 4.5) (0.7, 2.2, 4.5)

C-3-2. (0.7, 2.4, 4.5) (0.7, 2.5, 4.5) (0.7, 2.2, 4.5) (0.7, 2.5, 4.5) (0.7, 2.3, 4.5) (0.7, 1.9, 3.5) (0.7, 1.9, 4.5) (0.7, 2.2, 4.5) (0.7, 2.0, 4.5)

D-1-1. (0.7, 3.2, 4.5) (0.7, 3.1, 4.5) (1.5, 3.1, 4.5) (0.7, 3.1, 4.5) (0.7, 2.8, 4.5) (0.7, 2.6, 4.5) (0.7, 2.8, 4.5) (0.7, 2.8, 4.5) (0.7, 2.6, 4.5)

D-1-2. (0.7, 2.6, 4.5) (0.7, 2.2, 4.5) (0.7, 2.8, 4.5) (0.7, 2.5, 4.5) (0.7, 2.1, 4.5) (0.7, 2.1, 3.5) (0.7, 2.2, 4.5) (0.7, 2.4, 4.5) (0.7, 2.2, 4.5)

D-2-1. (0.7, 2.4, 4.5) (0.7, 3.1, 4.5) (0.7, 2.4, 4.5) (0.7, 3.0, 4.5) (0.7, 2.7, 4.5) (0.7, 2.2, 4.5) (0.7, 2.3, 4.5) (0.7, 2.2, 4.5) (0.7, 2.2, 4.5)
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Table 8. FPIS and FNIS analysis results.

Classification

Purpose Compliance Service Suitability Service Feasibility

Prevention of
Life Safety

CCTV
Replacement/

Complementary
Effects

Conformity to
Relevant Policies

Service Perfor-
mances/Effects

Competitiveness
versus Existing

Services
Market Demand

Growth
Economic
Efficiency

Field
Applicability

Operational
Sustainability

Weights of the
evaluation criteria (0.28, 0.39, 0.54) (0.24, 0.34, 0.48) (0.19, 0.26, 0.37) (0.29, 0.41, 0.58) (0.21, 0.29, 0.40) (0. 2, 0.30, 0.41) (0. 2, 0.30, 0.42) (0.28, 0.40, 0.57) (0.21, 0.29, 0.40)

A-1-1. (0.04, 0.27, 0.54) (0.04, 0.24, 0.48) (0.03, 0.17, 0.37) (0.10, 0.32, 0.58) (0.07, 0.19, 0.40) (0.03, 0.20, 0.41) (0.03, 0.30, 0.42) (0.09, 0.28, 0.57) (0.03, 0.20, 0.40)

A-1-2. (0.04, 0.27, 0.54) (0.04, 0.23, 0.48) (0.03, 0.16, 0.37) (0.10, 0.31, 0.58) (0.07, 0.19, 0.40) (0.03, 0.19, 0.41) (0.03, 0.30, 0.42) (0.09, 0.28, 0.57) (0.03, 0.20, 0.40)

A-2-1. (0.04, 0.23, 0.54) (0.04, 0.19, 0.48) (0.03, 0.16, 0.37) (0.04, 0.24, 0.58) (0.03, 0.14, 0.40) (0.03, 0.15, 0.41) (0.03, 0.20, 0.42) (0.04, 0.21, 0.57) (0.03, 0.14, 0.40)

A-2-2. (0.04, 0.21, 0.54) (0.04, 0.15, 0.48) (0.03, 0.13, 0.37) (0.04, 0.23, 0.58) (0.03, 0.12, 0.40) (0.03, 0.15, 0.41) (0.03, 0.18, 0.42) (0.04, 0.17, 0.57) (0.03, 0.12, 0.40)

A-2-3. (0.04, 0.23, 0.54) (0.04, 0.20, 0.48) (0.03, 0.16, 0.37) (0.04, 0.25, 0.58) (0.03, 0.15, 0.40) (0.03, 0.14, 0.41) (0.03, 0.23, 0.42) (0.04, 0.21, 0.57) (0.03, 0.14, 0.40)

A-3-1. (0.04, 0.24, 0.54) (0.04, 0.18, 0.48) (0.03, 0.17, 0.37) (0.04, 0.28, 0.58) (0.03, 0.17, 0.40) (0.03, 0.18, 0.41) (0.03, 0.27, 0.42) (0.04, 0.26, 0.57) (0.03, 0.16, 0.40)

A-3-2. (0.04, 0.24, 0.54) (0.04, 0.17, 0.48) (0.03, 0.17, 0.37) (0.04, 0.26, 0.58) (0.03, 0.16, 0.40) (0.03, 0.16, 0.41) (0.03, 0.25, 0.42) (0.04, 0.26, 0.57) (0.03, 0.15, 0.40)

B-1-1. (0.04, 0.21, 0.54) (0.04, 0.18, 0.48) (0.03, 0.14, 0.37) (0.04, 0.23, 0.58) (0.03, 0.15, 0.40) (0.03, 0.16, 0.41) (0.03, 0.21, 0.42) (0.04, 0.21, 0.57) (0.03, 0.13, 0.40)

B-1-2. (0.04, 0.25, 0.54) (0.04, 0.18, 0.48) (0.03, 0.16, 0.37) (0.04, 0.24, 0.58) (0.03, 0.13, 0.40) (0.03, 0.16, 0.41) (0.03, 0.24, 0.42) (0.04, 0.23, 0.57) (0.03, 0.14, 0.40)

B-1-3. (0.04, 0.26, 0.54) (0.08, 0. 2, 0.48) (0.03, 0.16, 0.37) (0.04, 0.26, 0.58) (0.03, 0.18, 0.40) (0.03, 0.18, 0.41) (0.03, 0.25, 0.42) (0.04, 0.24, 0.57) (0.03, 0.15, 0.40)

B-2-1. (0.04, 0.21, 0.54) (0.04, 0.15, 0.48) (0.03, 0.14, 0.37) (0.04, 0.21, 0.58) (0.03, 0.12, 0.40) (0.03, 0.15, 0.41) (0.03, 0.21, 0.42) (0.04, 0.19, 0.57) (0.03, 0.13, 0.40)

B-2-2. (0.04, 0.21, 0.54) (0.04, 0.13, 0.48) (0.03, 0.12, 0.28) (0.04, 0.20, 0.58) (0.03, 0.13, 0.40) (0.03, 0.13, 0.41) (0.03, 0.21, 0.42) (0.04, 0.18, 0.57) (0.03, 0.13, 0.31)

C-1-1. (0.04, 0.17, 0.54) (0.04, 0.14, 0.48) (0.03, 0.10, 0.28) (0.04, 0.21, 0.58) (0.03, 0.13, 0.40) (0.03, 0.15, 0.41) (0.03, 0.19, 0.42) (0.04, 0.18, 0.57) (0.03, 0.13, 0.40)

C-1-2. (0.04, 0.17, 0.42) (0.04, 0.15, 0.48) (0.03, 0. 1, 0.37) (0.04, 0.21, 0.58) (0.03, 0.13, 0.40) (0.03, 0.15, 0.41) (0.03, 0.20, 0.42) (0.04, 0.19, 0.57) (0.03, 0.13, 0.40)

C-2-1. (0.04, 0.27, 0.54) (0.08, 0.23, 0.48) (0.03, 0.16, 0.37) (0.10, 0.30, 0.58) (0.03, 0.20, 0.40) (0.03, 0.18, 0.41) (0.03, 0.29, 0.42) (0.04, 0.28, 0.57) (0.03, 0.18, 0.40)

C-2-2. (0.04, 0.29, 0.54) (0.08, 0.25, 0.48) (0.03, 0.16, 0.37) (0.10, 0.31, 0.58) (0.03, 0.21, 0.40) (0.03, 0.19, 0.41) (0.03, 0.30, 0.42) (0.04, 0.28, 0.57) (0.03, 0.18, 0.40)

C-3-1. (0.04, 0.21, 0.54) (0.04, 0.20, 0.48) (0.03, 0.15, 0.37) (0.04, 0.25, 0.58) (0.03, 0.17, 0.40) (0.03, 0.15, 0.41) (0.03, 0. 2, 0.42) (0.04, 0. 2, 0.57) (0.03, 0.14, 0.40)

C-3-2. (0.04, 0.21, 0.54) (0.04, 0.19, 0.48) (0.03, 0.13, 0.37) (0.04, 0.23, 0.58) (0.03, 0.15, 0.40) (0.03, 0.13, 0.32) (0.03, 0.21, 0.42) (0.04, 0.19, 0.57) (0.03, 0.13, 0.40)

D-1-1. (0.04, 0.28, 0.54) (0.04, 0.23, 0.48) (0.06, 0.18, 0.37) (0.04, 0.28, 0.58) (0.03, 0.18, 0.40) (0.03, 0.17, 0.41) (0.03, 0.30, 0.42) (0.04, 0.25, 0.57) (0.03, 0.17, 0.40)

D-1-2. (0.04, 0.23, 0.54) (0.04, 0.16, 0.48) (0.03, 0.16, 0.37) (0.04, 0.23, 0.58) (0.03, 0.13, 0.40) (0.03, 0.14, 0.32) (0.03, 0.23, 0.42) (0.04, 0. 2, 0.57) (0.03, 0.14, 0.40)

D-2-1. (0.04, 0.21, 0.54) (0.04, 0.24, 0.48) (0.03, 0.14, 0.37) (0.04, 0.28, 0.58) (0.03, 0.17, 0.40) (0.03, 0.15, 0.41) (0.03, 0.25, 0.42) (0.04, 0.20, 0.57) (0.03, 0.14, 0.40)

A* (0.04, 0.27, 0.54) (0.08, 0.25, 0.48) (0.06, 0.18, 0.37) (0.10, 0.32, 0.58) (0.07, 0.21, 0.40) (0.03, 0.20, 0.41) (0.03, 0.30, 0.42) (0.09, 0.28, 0.57) (0.03, 0.20, 0.40)

A— (0.04, 0.17, 0.42) (0.04, 0.13, 0.47) (0.03, 0.10, 0.28) (0.04, 0.20, 0.58) (0.03, 0.12, 0.40) (0.03, 0.13, 0.32) (0.03, 0.18, 0.42) (0.04, 0.17, 0.57) (0.03, 0.12, 0.31)
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Table 9. Results of FPIS distance analysis per alternative.

Classification

Purpose Compliance Service Suitability Service Feasibility

FPIS
(d*

i )Prevention of
Life Safety

CCTV
Replacement/

Complementary
Effects

Conformity to
Relevant
Policies

Service Perfor-
mances/Effects

Competitiveness
versus Existing

Services

Market
Demand
Growth

Economic
Efficiency

Field
Applicability

Operational
Sustainability

A-1-1. 0.008 0.027 0.023 0.000 0.010 0.000 0.002 0.000 0.000 0.071

A-1-2. 0.012 0.029 0.023 0.008 0.012 0.005 0.005 0.002 0.000 0.096

A-2-1. 0.032 0.045 0.026 0.056 0.045 0.024 0.059 0.053 0.031 0.373

A-2-2. 0.042 0.062 0.038 0.065 0.053 0.029 0.069 0.071 0.045 0.473

A-2-3. 0.034 0.038 0.024 0.054 0.039 0.032 0.042 0.051 0.034 0.349

A-3-1. 0.026 0.046 0.023 0.041 0.033 0.011 0.020 0.035 0.022 0.257

A-3-2. 0.026 0.052 0.023 0.049 0.036 0.018 0.030 0.035 0.025 0.295

B-1-1. 0.042 0.049 0.032 0.063 0.040 0.023 0.052 0.053 0.039 0.393

B-1-2. 0.020 0.049 0.026 0.056 0.047 0.018 0.040 0.044 0.034 0.334

B-1-3. 0.016 0.014 0.026 0.051 0.028 0.011 0.030 0.039 0.027 0.241

B-2-1. 0.042 0.060 0.033 0.072 0.054 0.024 0.057 0.062 0.039 0.444

B-2-2. 0.044 0.073 0.062 0.080 0.050 0.035 0.054 0.067 0.065 0.532

C-1-1. 0.067 0.067 0.069 0.074 0.047 0.027 0.067 0.069 0.040 0.528

C-1-2. 0.098 0.065 0.046 0.072 0.050 0.029 0.059 0.064 0.039 0.522

C-2-1. 0.008 0.011 0.025 0.013 0.023 0.008 0.007 0.030 0.010 0.135

C-2-2. 0.000 0.000 0.023 0.011 0.023 0.006 0.000 0.031 0.010 0.104

C-3-1. 0.047 0.039 0.028 0.054 0.032 0.027 0.047 0.048 0.031 0.354

C-3-2. 0.047 0.042 0.038 0.065 0.041 0.066 0.057 0.060 0.037 0.453

D-1-1. 0.002 0.027 0.000 0.040 0.026 0.012 0.002 0.037 0.016 0.164

D-1-2. 0.032 0.055 0.024 0.065 0.047 0.062 0.042 0.050 0.030 0.408

D-2-1. 0.044 0.027 0.031 0.041 0.030 0.029 0.032 0.057 0.031 0.323
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Table 10. Results of FNIS distance analysis per alternative.

Classification

Purpose Compliance Service Suitability Service Feasibility

FNIS
(d−

i )Prevention of
Life Safety

CCTV
Replacement/

Complementary
Effects

Conformity to
Relevant
Policies

Service Perfor-
mances/Effects

Competitiveness
versus Existing

Services

Market
Demand
Growth

Economic
Efficiency

Field
Applicability

Operational
Sustainability

A-1-1. 0.093 0.061 0.059 0.080 0.045 0.066 0.067 0.071 0.068 0.611

A-1-2. 0.090 0.056 0.059 0.072 0.044 0.064 0.064 0.069 0.068 0.586

A-2-1. 0.079 0.032 0.056 0.027 0.010 0.055 0.010 0.021 0.053 0.343

A-2-2. 0.075 0.012 0.049 0.017 0.001 0.054 0.000 0.000 0.052 0.260

A-2-3. 0.078 0.040 0.058 0.029 0.018 0.054 0.027 0.023 0.053 0.380

A-3-1. 0.082 0.030 0.059 0.046 0.025 0.061 0.049 0.048 0.056 0.457

A-3-2. 0.082 0.023 0.059 0.036 0.021 0.057 0.040 0.048 0.055 0.420

B-1-1. 0.075 0.026 0.052 0.019 0.016 0.056 0.017 0.021 0.052 0.334

B-1-2. 0.085 0.026 0.056 0.027 0.007 0.057 0.030 0.033 0.053 0.375

B-1-3. 0.087 0.060 0.056 0.034 0.033 0.061 0.040 0.039 0.055 0.464

B-2-1. 0.075 0.014 0.051 0.008 0.000 0.055 0.012 0.010 0.052 0.278

B-2-2. 0.074 0.000 0.011 0.000 0.004 0.053 0.015 0.004 0.004 0.166

C-1-1. 0.070 0.007 0.000 0.006 0.007 0.055 0.002 0.002 0.052 0.201

C-1-2. 0.000 0.009 0.047 0.008 0.004 0.054 0.010 0.008 0.052 0.193

C-2-1. 0.093 0.063 0.057 0.068 0.045 0.062 0.062 0.064 0.062 0.576

C-2-2. 0.098 0.073 0.059 0.070 0.049 0.063 0.069 0.062 0.062 0.606

C-3-1. 0.073 0.039 0.054 0.029 0.027 0.055 0.022 0.027 0.053 0.379

C-3-2. 0.073 0.035 0.049 0.017 0.015 0.000 0.012 0.012 0.052 0.266

D-1-1. 0.097 0.060 0.069 0.048 0.036 0.060 0.067 0.044 0.059 0.538

D-1-2. 0.079 0.019 0.058 0.017 0.007 0.008 0.027 0.025 0.054 0.294

D-2-1. 0.074 0.061 0.052 0.046 0.030 0.054 0.037 0.017 0.053 0.425



Appl. Sci. 2023, 13, 11591 18 of 27

Table 11. Fuzzy TOPSIS analysis results for all respondents.

Major Classification Medium Classification Minor Classification (Service Model) FPIS
(d*

i )
FNIS
(d−i ) CCi Rank

A.
Object anomaly detection

A-1. Preventive detection of traffic accidents at night A-1-1. Pedestrian detection at night 0.071 0.611 0.896 1

A-1-2. Nighttime mobility detection 0.096 0.586 0.859 2

A-2. Detection of night security incidents

A-2-1. Violence-related incident detection 0.373 0.343 0.479 13

A-2-2. Detection of crime fear 0.473 0.260 0.355 18

A-2-3. Intrusion status detection 0.349 0.380 0.521 11

A-3. Pedestrian hazard detection
A-3-1. Detection of dense pedestrian situation 0.257 0.457 0.640 7

A-3-2. Calculation of cluster population 0.295 0.420 0.588 8

B.
Road anomaly detection

B-1. Road weather hazard detection

B-1-1. Road surface temperature detection 0.393 0.334 0.459 14

B-1-2. Road flooding detection 0.334 0.375 0.529 10

B-1-3. Road ice detection 0.241 0.464 0.658 6

B-2. Road surface hazard detection
B-2-1. Road pothole detection 0.444 0.278 0.385 16

B-2-2. Detection of fallen objects on road 0.532 0.166 0.238 21

C.
Facility anomaly detection

C-1. Building status detection
C-1-1. Detection of building facade damage 0.528 0.201 0.276 19

C-1-2. Building structure diagnostics 0.522 0.193 0.270 20

C-2. Detection of precursor fire events in facility
C-2-1. Detection of precursor fire events within buildings 0.135 0.576 0.810 4

C-2-2. Detection of precursor fire events in facilities 0.104 0.606 0.854 3

C-3. Detection of facility accident symptoms
C-3-1. Detection of emissions in business places 0.354 0.379 0.517 12

C-3-2. Detection of explosives at large events 0.453 0.266 0.370 17

D.
Disaster prevention anomaly
detection

D-1. Natural disaster prevention detection
D-1-1. Detection of precursor forest fire 0.164 0.538 0.767 5

D-1-2. River flooding detection 0.408 0.294 0.419 15

D-2. Heat island detection D-2-1. Heat island detection 0.323 0.425 0.568 9
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Other similarly highly ranked services included precursor forest fire (D-1-1, CCi: 0.767)
and heat island (D-2-1, CCi: 0.568) detection services ranked fifth and ninth, respectively.
Clearly, the pre-fire phenomenon was ranked high, perhaps reflecting the fact that heat
waves are occurring more frequently due to abnormal weather conditions in summer.
Despite being related to disaster, river flooding detection (D-1-2, CCi: 0.419) was ranked
low (15th). This may reflect the fact that it is possible to control flooding even with other
measurement sensors like radars, even if a thermography camera is not used. Road ice
(B-1-3, CCi: 0.658) and road flooding (B-1-2, CCi: 0.529) detection services were ranked
sixth and 10th, respectively. The relatively better ranking may reflect the importance
of preventing road vehicle accidents in inclement weather. Detection service of dense
pedestrian situations (A-3-1, CCi: 0.640) and calculation service of cluster population (A-3-
2, CCi: 0.588) were also ranked high at seventh and eighth, respectively. This may have
happened due to the Itaewon stampede in October 2022, in which 159 people died.

Service models ranked low included the detection services for night security incidents,
which had, violence-related incident detection (A-2-1, CCi: 0.479), detection of crime fear
(A-2-2, CCi: 0.355), and intrusion status detection (A-2-3, CCi: 0.521) ranked 13th, 18th, and
11th, respectively. This may be due to the technological development of general CCTVs,
which has made it easier to detect objects at night even with RGB images. Detection services
for emissions in business places (C-3-1, CCi: 0.517), and explosives at large events (C-3-2,
CCi: 0.370) were ranked 12th and 17th, respectively. These services can be replaced with
other measurement sensors which need not be thermography cameras. Road surface hazard
detection (B-2) and building status detection (C-1) services ranked the lowest, ranging from
16th to 21st. These services cannot cover the control blind areas with fixed equipment.
Although mobile equipment, like drones, may be utilized, the results may be insufficient
and not reliable enough for evaluators.

4.3.2. Comparison of Analysis Results between Developers and Local Governments
Operators

Here, we compare the priority analysis results between the thermography image
analysis of the developer (n = 13), and local governments’ operator groups (hereinafter,
local governments, n = 12) (Table 12). First, the two groups had different number one
and two service models. Pedestrian detection at night (A-1-1) and nighttime mobility
detection (A-1-2) were ranked first and second by local governments, but third and fourth
by developers. Detection service of precursor fire events within buildings (C-2-1, first
priority) and within facilities (C-2-2, second priority) were ranked the highest by developers,
but relatively lower (eighth and fifth, respectively) by local governments. Thus, developers
highly evaluated the importance and practical application of service models regarding
temperature changes in heat, which are the core principles of thermography cameras,
especially pre-fire phenomenon detection. In contrast, local governments highly evaluated
the importance of control over citizen safety within the thermography camera service
area. An additional example is that intrusion status detection service at night (A-2-3) was
ranked as the third most important by local governments but as the 20th by developers.
Second, developers evaluated the importance of road weather risk detection services more
highly than local governments (e.g., road ice detection (B-1-3) and road surface temperature
detection (B-1-1)). This is also a service model that clearly reflects the temperature change
detection features of a thermography camera.
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Table 12. Comparison of analysis results between developers and local government operators.

Major Classification Medium
Classification

Minor
Classification (Service Model)

Developer
(n = 13)

Local Government
Operator (n = 12)

CCi Rank CCi Rank

A.
Object anomaly detection

A-1. Preventive detection of traffic accidents at night
A-1-1. Pedestrian detection at night 0.806 3 0.872 1

A-1-2. Nighttime mobility detection 0.805 4 0.821 2

A-2. Detection of night security incidents
A-2-1. Violence-related incident detection 0.512 11 0.552 12

A-2-2. Detection of crime fear 0.463 14 0.425 19

A-2-3. Intrusion status detection 0.367 20 0.799 3

A-3. Pedestrian hazard detection
A-3-1. Detection of dense pedestrian situation 0.598 8 0.710 7

A-3-2. Calculation of cluster population 0.583 9 0.647 9

B.
Road anomaly detection

B-1. Road weather hazard detection

B-1-1. Road surface temperature detection 0.500 12 0.439 18

B-1-2. Road flooding detection 0.531 10 0.581 11

B-1-3. Road ice detection 0.636 5 0.597 10

B-2. Road surface hazard detection
B-2-1. Road pothole detection 0.435 16 0.518 16

B-2-2. Detection of fallen objects on road 0.168 21 0.483 17

C.
Facility anomaly detection

C-1. Building status detection
C-1-1. Detection of building facade damage 0.375 18 0.408 20

C-1-2. Building structure diagnostics 0.439 15 0.322 21

C-2. Detection of precursor fire events in facility
C-2-1. Detection of precursor fire events within buildings 0.892 1 0.706 8

C-2-2. Detection of precursor fire events in facilities 0.836 2 0.743 5

C-3. Detection of facility accident symptoms
C-3-1. Detection of emissions in business places 0.465 13 0.711 6

C-3-2. Detection of explosives at large events 0.388 17 0.546 15

D.
Disaster prevention anomaly
detection

D-1. Natural disaster prevention detection
D-1-1. Detection of precursor forest fire 0.633 6 0.768 4

D-1-2. River flooding detection 0.369 19 0.547 14

D-2. Heat island detection D-2-1. Heat island detection 0.601 7 0.549 13
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Third, local governments evaluated the importance of Natural disaster prevention de-
tection services more highly than developers (e.g., detection of precursor forest fire (D-1-1)
and river flooding detection (D-1-2)). This appears to be the result of local governments
highlighting the importance of control in disaster prevention; poor response can lead to
larger disasters. This is characterized by local or spatial control rather than the detection
of specific objects. Heat island detection, which is in the same disaster prevention field
but does not lead to an urgent disaster, was ranked higher by developers. The urgency
of disasters appears to be an important factor in local governments’ selected priorities.
Meanwhile, developers put a high priority on analyzing differences in heat due to tempera-
ture changes; specifically, they seek to maximize the service that can only be provided by
thermal cameras and is difficult to measure with other measurement sensors.

5. Discussion

This study selected abnormal situation detection services using thermography cameras
and selected priorities via service model evaluation via expert interviews. Thermography
cameras enable preemptive detection of abnormal situations at night, abnormal weather,
and pre-disaster phenomena that cannot be easily and immediately confirmed with regular
CCTVs. This is because thermography cameras have a higher object recognition reliability
at night, which is a limitation of CCTV RGB images, and clearly display temperature
differences. However, it has the disadvantages of short object detection distance due
to lower resolution than regular CCTVs and high equipment cost. Considering these
factors, the installation locations of thermography cameras should be carefully selected. For
instance, to prevent traffic accidents at night, thermography cameras should be selectively
installed in intersections and roundabouts where pedestrian traffic accidents frequently
occur and traffic volume is high. This approach can be also applied to areas where freezing
and flooding frequently occur to ensure road safety. For crime prevention purposes, good
locations to install cameras can include places with a high crime rate or that are desolate
(e.g., parks and trails). Clearly, a spatial analysis is needed to select thermography camera
locations in line with each installation’s purpose and regional features.

Technical discussions are also needed to implement and upgrade services. In some sit-
uations, maximizing service effects may be easy by merely utilizing thermography cameras.
For instance, better object recognition and analysis effects can be achieved by using a ther-
mal image combined with general CCTV images. Similarly, the reliability of temperature
changes can be ensured by combining it with weather sensors (e.g., temperature, humidity,
and atmospheric pressure), while temperature estimation and interpolation can be used to
extend the detection distance of thermography cameras. After recognizing abnormal situa-
tions analyzed by thermography cameras, it is also necessary to contemplate how and to
whom to convey it to. For instance, systems can alert or give an alarm to control managers,
or even citizens around thermography cameras; if information is delivered to citizens, ef-
fective delivery methods such as text, image, and sound information should be considered.
The utilization of active mobile equipment can be also considered. Thermography CCTVs,
which are fixed at one location, have extremely limited control areas. Recent research and
technology developments have been made in using mobile equipment, such as robots and
drones, equipped with such cameras. For instance, a technology supporting autonomous
driving via thermography modules can become a powerful tool to complement existing
vision sensors [86,87]. Mobile equipment-based thermography cameras can be utilized to
minimize control blind spots and detect urban abnormalities more clearly.

Government policy support is required to make thermography cameras widespread
and ensure citizens’ life safety. As mentioned earlier, thermography cameras require higher
construction costs than general CCTV. Local governments, which are regarded as the main
source of demand for the service model, spend substantial money to maintain existing
control services; as such, they face difficulties in securing the budget for implementing
new services. In particular, small and medium cities with poor financial conditions may
need support from the central government, such as government matching funds and public
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offering projects. This service model, which can directly monitor citizen safety, requires
economic efficiency analysis considering public benefits rather than a financial review that
simply examines construction and operation costs. This is because expanding infrastructure
for citizen safety and securing a social safety net are essential public goods. Even in the field,
as suggested here, service model evaluation and economic efficiency analysis are required
based on appropriate cross-reviews by developers and local government operators.

Our findings have important implications. First, this study suggested a thermography
camera-based abnormal situation detection service encompassing night situations, pre-fire
phenomena, and status changes in objects caused by temperature changes. Combined
with IoT sensors, this service model can help in overcoming the limitations of CCTVs.
Studies have typically focused on Thermography/IR image analysis separately; by contrast,
this study suggests a service model selection/evaluation process from a comprehensive
perspective to implement control services in urban areas. Our insights can be utilized as a
reference in decision-making situations for selecting relevant service models. Second, as
a service model selection/evaluation technique, this study presents an extension of the
classical AHP method: the integrated Fuzzy AHP/TOPSIS model. While we performed
the Fuzzy AHP-based relative importance analysis for the evaluation criteria, which is
often utilized in previous studies, we fuzzified the TOPSIS technique. This provides more
precise criteria weights while considering questionnaire fatigue in a questionnaire with
more than 20 alternative evaluations, and using best and worst alternatives. This study
also has methodological significance because TFN, a fuzzified evaluation criteria weight,
was applied to the fuzzy decision matrix while deriving FPIS and FNIS of Fuzzy TOPSIS.
This allowed us to combine the strengths of Fuzzy AHP based on relative importance and
Fuzzy TOPSIS based on absolute importance.

Third, the implications of the major service model evaluation results are as follows.
The night pedestrian and mobility detection services were ranked first and second overall,
respectively, which is considered to indicate a greater importance attributed to the object
recognition utilization and reliability of thermal cameras than to general RGB images
that are vulnerable at night. When implementing this service, it is essential to consider
not only object recognition but also the method of transmitting it to pedestrians and
drivers (e.g., using LED electronic boards and pictograms). Precursor fire event detection
services were also ranked at the top (ranking third to fifth). To operate the service, it
is necessary for operators to select thermal cameras suitable for the service area range.
For example, to detect a precursor fire inside a building, several entry-level types with
short detection distances should be installed in dangerous facilities (e.g., electric charging
stations and distribution pipes). To identify fires outside buildings and forest fires, products
with long detection distances should be selected, even if they are expensive. It is also a
good idea to use mobile equipment, such as drones. Fourth, the difference in perception
between the developer and the service operator is as follows. We found that developers
highly evaluated services that can identify early signs of dangerous situations by detecting
temperature changes in heat, which is the core principle of thermography cameras (e.g.,
pre-fire phenomenon), while local governments highly evaluated control services related
to citizen safety (e.g., pedestrian detection at night). Clearly, while selecting an effective
service model, the opinions of experts with a high understanding of the technology itself
and operators who actually manage services should be appropriately reflected.

This study has some limitations. First, while a service model was evaluated from
a comprehensive perspective to detect life safety abnormalities based on thermography
cameras, actual regional and spatial analysis was not conducted. One must carefully explore
the current status, such as regional features, before introducing thermography cameras and
control infrastructure levels and performing spatial analysis. Second, this study focused on
an expert group consisting of operators of local governments’ control centers, which are
the source of demand. These centers are practical sources of public demand that actually
decide the introduction of thermography cameras for citizens’ life safety. However, their
opinions may not completely reflect more detailed and specific opinions from sites, such as
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construction sites, park management, road management, and facility management. Follow-
up studies should consider opinions from the field in each service sector. In future research,
it will be necessary to set service items and modify the analysis model according to the
detailed field opinions of the service field. Third, as this study suggested abnormal situation
detection services based on general thermography cameras, specific service implementation
measures, such as required data per service, service scope, expected cost, and connection
system, were not considered. Clearly, economic efficiency analysis and commercialization
strategies for service implementation are necessary. In a follow-up study, it will be necessary
to prepare specific service model scenarios and operational guidelines to establish services
from the perspectives of practitioners.

6. Conclusions

This study selected and evaluated abnormal situation detection services based on
thermography cameras, which enable facile detection of objects at night, and the identifica-
tion of early signs of dangerous situations according to temperature changes in heat; the
goal was to overcome the limitations of CCTV images, which is the current main tool. We
conducted in-depth interviews with experts to select abnormal situation detection services
based on thermography cameras. We also suggested an integrated Fuzzy AHP/TOPSIS
model, which induces a more reasonable selection to support the decision-making of the
demand for introducing thermography cameras. We used this model to evaluate our pro-
posed service model and then conducted a comparative analysis of preference differences
between developers and local governments.

Our main findings are as follows. The analysis results of all respondents indicate
that services related to traffic accident prevention, which threaten pedestrian safety at
night when CCTV video monitoring is not effective, had the highest evaluation. This is
in the context of previous research, such as day and night pedestrian detection on the
road and autonomous-driving-related object detection [19–21,32]. Meanwhile, services
related to nighttime crime prevention ranked the lowest. This is because it became easier to
detect objects at night due to the higher illuminance performance of newer CCTV for crime
prevention, while more traffic accidents have happened due to pedestrians in dark clothing
and dark vehicles at places with insufficient road lighting. Pre-fire phenomenon detection
services inside buildings, facilities, and forests also ranked high, as the identification of
pre-fire phenomena can help avoid larger disasters. The comparison of analysis results
of developers and local governments’ operators shows that developers highly evaluated
temperature changes in heat, which is the core principle of thermography cameras. This
was particularly understandable by their preference for the detection service of the pre-fire
phenomenon. This is consistent with previous studies of such areas as fire propagation,
volcanic monitoring, and building thermal bridge diagnosis [22,40–44,46,47]. Meanwhile,
local governments highly evaluated the controlling situations related to citizens’ safety
within the thermography camera service area. Service decisions must consider the opinions
of both developers with a high understanding of technology, and operators who actually
introduce and manage services.

This study contributes to the literature and provides the basic foundation for the
development of services utilizing thermography cameras by presenting thermography
camera-based abnormal situation detection services and selection methods. Importantly,
our study considers involving both developers and operators in decision-making when
using sensors. We expect that the effectiveness and practicality of services using thermogra-
phy cameras will further increase through future studies, such as those on spatial analysis,
service implementation plans, and test bed demonstration. Together, these efforts can result
in a stronger social safety net that allows citizens to lead safe lives.
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