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Abstract: A quantum simulation experiment pairing Hamiltonians of nearest-neighbor interacting
superconducting qubits was performed with a complete set of algorithms on an IBM Quantum
Computer-IBMq Lima. The experiment revealed that the fidelity is a function of iteration using
Suzuki–Trotter decomposition for four different types of nearest-neighbor Heisenberg, XY, transverse,
and longitudinal Ising superconducting qubit couplings of Hamiltonians. The experiment displayed
the models of how the experimental density matrices shift from the theoretical density matrices
and how their behavior changes with different numbers of iterations. It also demonstrated the
reconstruction of quantum states and how the states change as a function of iteration with the IBM
Quantum Computer-IBMq Lima. The time evolutions of the states for different models were also
shown to predict the dominance of each state.

Keywords: quantum simulation experiment; coupling Hamiltonians of superconducting qubits;
fidelity vs. iteration

1. Introduction

A simulation of many-body quantum mechanical dynamics is not a simple computa-
tional problem due to the exponential growth of complexity [1]. A quantum simulation was
proposed to solve such an exponential explosion problem using a controllable quantum
system in the early 1980s [2]. It was shown in 1996 [3] that a quantum computer only
containing a few particle interactions can be used to efficiently simulate the many-body
quantum Hamiltonians [4]. Quantum computation has recently simulated the various
dynamics in condensed-matter physics, high-energy physics [5], quantum chemistry and
physics [6], high quantum information processing [7], and quantum gravity [8] using
a quantum computer with superconducting qubits. In addition, several qubit systems,
including neutral atoms [9], ions [10], polar molecules [11], electrons or nuclear spins in
semiconductors quantum dots [12], and photons [13], have been proposed for quantum sim-
ulating systems. Among the qubit systems, trapped ion qubits [14] and photon qubits [13]
have already been experimentally demonstrated to some extent.

Since Benioff proposed a microscopic quantum mechanical model of computers with
Turning machines in 1979, and Feynman conjectured that quantum computers can be
programmed to simulate any local quantum system [15], the development of quantum com-
puters and quantum systems has continued over the past three decades [16,17]. Quantum
computers have a high computational power with a small number of qubits.

Quantum simulations have recently attracted great interest because of their high com-
putational power, less energy consumption, and exponential speed compared to classical
computers for the quantum many-body systems in physics [17,18], chemistry [19], and
even biology [20]. Many research groups are now actively focusing on the experimental
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realization of quantum simulators with tens of qubits, which would be the first practical ap-
plications in which quantum computers could outperform their classical counterparts [21].

In the context of type-1 superconductors, pairing Hamiltonians like the BCS Hamilto-
nian [22] introduces complex long-range many-body interactions that are typically beyond
the capabilities of classical computers to solve. Nonetheless, conducting extensive nu-
merical simulations involving these pairing Hamiltonians holds significant value, both in
advancing superconducting quantum computing technology and in conducting scientific
inquiries into quantum systems within mesoscopic condensed matter, ultra-small metallic
grains, and heavy nuclei [23]. An effort has been made to address this challenge through
the proposal of a polynomial time quantum algorithm based on nuclear magnetic resonance
(NMR) quantum computing [24]. However, it is important to recognize that liquid NMR
faces several limitations that impede the scalability of NMR-based quantum computers.
Therefore, achieving widespread implementation of the NMR-based quantum algorithm
appears unlikely given the current state of technology [25].

Superconducting quantum circuits [26] have experienced rapid advancements over
the past few decades, positioning them as highly promising candidates for practical quan-
tum information processing. Their versatility in design and fabrication, cost-effectiveness,
and well-established technology make them suitable for scaling up quantum computing.
Additionally, substantial progress has been made in the development of other solid-state
qubit devices, such as quantum dots in semiconductors [27] and defect systems. In the past
few decades, awareness has grown in the scientific world that quantum computation may
be a more natural and desirable method of computation than the classical one. The visible
difficulty of solving the problem of quantum many-body physics of fermions (and bosons)
on a classical computer demands an exponentially large basis set [28]. Lloyd proposed
the first technologically feasible design for a quantum computer [15]. The advancement of
quantum computing technology has continued and many quantum algorithms are now also
available for the practical applications in simulating, computing, factoring, and featuring.
Recently, the IBM Q has provided a platform to simulate many quantum problems using the
quantum circuits [29,30] with operational gates and algorithms [31,32]. Utilizing the IBM Q
Experience platform, a large number of experiments have been performed for quantum
information [33–38], quantum simulation [39–42], quantum key distribution [43], quan-
tum teleportation [44], quantum cryptography [45,46], quantum currency [47], quantum
devices [48–51], etc.

In this article, four different pairing Hamiltonians of nearest-neighbor interacting
superconducting qubits were simulated with a set of complete algorithms which are
suitable for a wide range of models, especially superconducting and semiconducting qubit
systems. The quantum state tomography was computed and the fidelity as a function of
iterations using the Suzuki–Trotter decomposition was calculated for a 2-qubit system. The
time evolution of the system by tuning interaction parameters was studied.

2. Model
2.1. Pairing Hamiltonians in Superconductivity

The BCS pairing Hamiltonian has been widely used in different fields of
physics—condensed matter physics, nuclear physics, etc. The Hamiltonian is typically
expressed in terms of bosonic or fermionic creation (annihilation) operators, c†

±m and c±l,
and nF

±l = c†
±mc±m are fermionic number operators [52]

HBCS = ∑N
m=1

εm

2

(
nF

m + nF
−m

)
+ ∑N

l=1 ∑N
m=1 Vmlc†

mc†
−mc−lcl (1)

where the matrix elements are real and can be estimated or calculated, e.g., for supercon-
ductors, in terms of Coulomb force and the electron phonon interaction. Pairs of fermions
are labeled by the quantum numbers m and −m, according to the Cooper pair situation
where paired electrons have equal energies but opposite momenta and spins: m = (p, ↑) and
−m = (−p, ↓). This is shown in Figure 1. These are time-reversed and degenerate partners



Appl. Sci. 2023, 13, 12075 3 of 15

whose energies are considered to be phenomenological parameters. In order to realize
the quantum simulation, the BCS Hamiltonian is transformed into a Hamiltonian with
Pauli operators which can be mapped on a system of qubits with the algebraic morphism
between spins and fermions.
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Then, the fermionic pair operators can be mapped onto a system of qubits which
can be represented by the Pauli operators of σx

m, σ
y
m, and σz

m through the transformation
{σx

m, σ
y
m, σz

m} = {c†
mc†
−m+c−mcm, ic−mcm+ ic†

mc†
−m, nF

m + nF
−m − 1}.

The transformed Hamiltonian from Equation (1) can be re-written in the qubit form
as [52]:

HBCS = ∑N
m=1

εm

2
σz

m + ∑m<l
Vm

2

(
σx

mσx
l + σ

y
mσ

y
l

)
(2)

where εm = εm + Vmm.

2.2. Nearest-Neighbor Coupling Interactions in Superconductivity

The coupling of qubits can be achieved through various types of interactions. For
superconducting qubits, coupling can be achieved through interactions such as inductance,
capacitance, or Josephson junctions. The interaction models can be classified into four
categories: XY, Heisenberg, transverse Ising, and longitudinal Ising. These four types of
Hamiltonians can be written together as:

H = H0 + HI (3)

H0 is the single qubit Hamiltonian,

H0 = ∑N
l=1

1
2

ωlσ
z
l (4)

and HI denotes the interaction Hamiltonian,

HI = ∑N−1
l=1

(
Jx
l σx

l σx
l+1 + Jy

l σ
y
l σ

y
l+1 + Jz

l σz
l σz

l+1

)
(5)

Here, σx
l , σ

y
l , σz

l are the Pauli matrices in the basic of σz
l and l denotes the lth qubit. The

coupling strength between the lth and the l + 1th qubits is denoted by Jl,l+1 (l = 1, . . ., N − 1).
The parameters of the previous two equations are chosen to obtain the Hamiltonian of four
different models and Jl is fixed accordingly. The different types of interaction hamiltonians
are shown in Table 1. It can be seen that the pairing of models in Equation (2) does not
follow the form of the Hamiltonians in Equation (3). Thus, it is imperative to design
algorithms to simulate these pairing Hamiltonians using the four types of interaction
Hamiltonians. For the operators σx

m, σ
y
m, σz

m, care should be taken when simulating the
Suzuki–Trotter decomposition, as the operators may not commute. It should be noted that
the tunability of parameters ωl(l = 1, . . . , N) and Ji

l (i = x, y, z, l = 1, . . . , N − 1) affect the
efficiency of the algorithms.
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Table 1. Interaction Hamiltonians [52].

Interaction Model Interaction Hamiltonian

Heisenberg Model HH = H0 + ∑
i=x,y,z

N−1
∑

l=1
Ji
l σ

i
l σi

l+1

XY Model HXY = H0 + ∑
i=x,y

N−1
∑

l=1
Ji
l σ

i
l σi

l+1

Transverse Ising Model HTIsing = H0 +
N−1
∑

l=1
Jlσ

x
l σx

l+1

Longitudinal Ising Model HLIsing = H0 +
N−1
∑

l=1
Jlσ

z
l σz

l+1

3. Methods of Simulation for Hamiltonian Operators

The method of simulating the Hamiltonians for each model is shown in Figure 2,
where the initial state of the qubits is prepared, the final state is prepared after the unitary
operator works on it, and finally the measurement and mapping of the classical register
are performed. The final circuit representation of those models is shown in Figure 3.
Consecutively these circuits were simulated in the IBM Quantum Computer with the
density matrices shown in Figures 4–7 along with time evolution of the quantum states as
shown in Figure 8.
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Given the initial state at time t = 0, it can be solved to obtain the state at any later
instant [53]. If Ĥ is independent of time, then

|ψ(x, t) > = e−iĤt|ψ(0) > (6)

where U(t) = e−iĤt is the time evolution operator. U(t) is a unitary operator, i.e., U†U = I.
For our case, the simulation of four different Hamiltonian was performed to find the
corresponding unitary operations to build the quantum circuit.

In general, to find the matrices for the time evolution operator, what the terms σ̂x,
σ̂y, σ̂z, σ̂xσ̂x, σ̂yσ̂y, and σ̂zσ̂z look like needs to be determined. Then, the terms can be
separated for x, y, z as σ̂xσ̂x, σ̂yσ̂y, and σ̂zσ̂z to commute with each other. The Hamiltonian
of our choice is

H = ∑N
l=1

1
2
ωlσ

z
l + ∑N−1

l=1

(
Jx
l σ

x
l σ

x
l+1 + Jy

l σ
y
l σ

y
l+1 + Jz

l σ
z
l σ

z
l+1

)
(7)
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The corresponding time evolution operator is given by

U(t) = e−i(∑N
l=1

1
2ωlσ

z
l )te−i ∑N−1

l=1 (Jx
l σ

x
l σ

x
l+1+Jy

l σ
y
l σ

y
l+1+Jz

l σ
z
lσ

z
l+1)t (8)

Here, σ̂x =
[

0 1
1 0

]
, σ̂y =

[
0 −i
i 0

]
, and σ̂z =

[
0 −i
i 0

]
.

The first part of the operator can be written as per the value of Pauli matrix σ̂z as
shown. The term e−i Jlσ̂

xσ̂xt in the second part of the operator can be written as

I cos Jlt− σ̂x ⊗ σ̂xi sin Jlt

=


cos(Jlt) 0 0 −i sin(Jlt)

0 cos(Jlt) −i sin(Jlt) 0
0 −i sin(Jlt) cos(Jlt) 0

−i sin(Jlt) 0 0 cos(Jlt)

 (9)
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The term e−i Jlσ̂
yσ̂yt in the second part of the operator can be written as

I cos Jlt− σ̂y ⊗ σ̂yi sin Jlt

=


cos(Jlt) 0 0 i sin(Jlt)

0 cos(Jlt) −i sin(Jlt) 0
0 −i sin(Jlt) cos(Jlt) 0

i sin(Jlt) 0 0 cos(Jlt)

 (10)

The term e−i Jl σ̂
y σ̂yt in the second part of the operator can be written as

I cos Jlt− σ̂y ⊗ σ̂yi sin Jlt

=


e−Jl t 0 0 0

0 eJl t 0 0
0 0 eJl t 0
0 0 0 e−Jl t

 (11)
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Now, referring to the four Hamiltonians, the time evaluation operator can be written
and then proceed to implementation. Each of the four types of Hamiltonians is a special
case of Equation (7) with its parameters properly chosen. The Hamiltonian can thus be
reduced to the (i) longitudinal Ising Hamiltonian for parameters Jx

l = Jy
l = 0 and Jz

l = Jl ; (ii)
transverse Ising Hamiltonian for parameters Jy

l = Jz
l = 0 and Jx

l = Jl ; (iii) XY Hamiltonian
for parameters Jz

l = 0 and Jx
l = Jy

l = Jl ; and (iv) Heisenberg Hamiltonian for parameters
Jx
l = Jy

l = Jz
l = Jl .

The following step is to implement the unitary operator in a quantum circuit as
obtained from the previous calculations. So, the whole calculation can be elaborated
as follows.
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In General
The Hamiltonian is given by

H = ∑N
l=1

1
2
ωlσ

z
l + ∑N−1

l=1

(
Jx
l σ

x
l σ

x
l+1 + Jy

l σ
y
l σ

y
l+1 + Jz

l σ
z
l σ

z
l+1

)
(12)

which is simplified for a 2-qubit system:

H =
1
2
ω1σ

z
1 +

1
2
ω1σ

z
2 +

(
Jx
1σ

x
1σ

x
2 + Jy

1σ
y
1σ

y
2 + Jz

1σ
z
1σ

z
2

)
(13)

For the XX operation:
The term σ̂xσ̂x of the Hamiltonian is to be decomposed to form the circuit.
Let us consider the U3 gate:

U3(θ, φ, λ) =
[

cos θ/2 e−iλ sin θ/2
eiφ sin θ/2 ei(φ+λ) cos θ/2

]
U3
(
θ, φ = −π

2 , λ = π
2
)
=

[
cos θ/2 −i sin θ/2
−i sin θ/2 cos θ/2

] (14)
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This gate satisfies the conditions for the unitary operator. Thus, it is obtained as
e−i Jl σ̂

x σ̂xt = (CNOT)12U31(CNOT)12. This is shown in Figure 9a.
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1 σ̂

x
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circuit consists of two CNOT gates and one U3 gate; (b) σ̂
y
1 σ̂

y
2 term where the circuit consists of two

CNOT gates and one U3 gate, one U3† gate and two NOT gates; and (c) σ̂z
1 σ̂z

2 term where the circuit
consists of two CNOT gates and one Rz gate.

For the YY operation:
Similarly, for the σ̂y

1σ̂
y
2 term, a U3 gate is to be found. Among the four types of U3

gates, only the two shown below can be applied.

U3 =

[
cos θ

2 isin θ
2

isin θ
2 cos θ

2

]
, U3† =

[
cos θ

2 −isin θ
2

−isin θ
2 cos θ

2

]
(15)

Thus, e−i Jl σ̂
y σ̂yt = (CNOT)12.U321. U3†

21.(CNOT)12.
This is shown in Figure 9b.
For the ZZ operation:
Similarly, for the σ̂z

1σ̂
z
2 term, let us consider the Rz gate

Rz =

[
e−i θ

2 0
0 ei θ

2

]
(16)

This equation satisfies the above conditions. While performing the calculations, it can
be observed that e−i Jl σ̂

z σ̂zt = (CNOT)12Rz2(CNOT)12. This is shown in Figure 9c.
Thus, the circuit is completed for the Hamiltonian in general. Now, this calculation is

extended for the Heisenberg model, XY model, transverse Ising model, and longitudinal
Ising model. The circuits for the four different models are shown in Figure 3.

4. Results
4.1. Initial State Preparation and Unitary Operation

The initial state is prepared by superposing the states of two qubits required to
define the pairing Hamiltonian. This is performed by placing a Hadamard gate on each
qubit which provides the contributions of all the qubits to the measurement. The unitary
operators obtained in the previous section corresponding to the XX, YY, and ZZ types of
interaction are then converted into quantum gates [32] and applied to form a circuit.

• For the XX type of interaction: Comparing with the standard U3 gate (Equation (15)),
the parameters for the gate are found to be θ = 2Jlt, φ = −π/2, and λ = π/2;

• For the YY type of interaction: The parameters obtained for the U3 gate are θ = 2Jlt,
φ = −π/2, and λ = π/2. The parameters obtained for the U3† gate are θ = 2Jlt,
φ = π/2, and λ = −π/2;
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• For the ZZ type of interaction: Comparing with the standard U1 gate,

U1 =

[
1 0
0 eiλ

]
λ = 2Jlt,

(17)

4.2. Quantum State Tomography for Suzuki–Trotter Decomposition of Quantum Circuits

In this section, Suzuki–Trotter decomposition is used to count the fidelity as a function
of iterations of the quantum circuit. The circuit was iterated for n = 1, 2, 3, 4, 5, 6, 7, 8, 9, and
10. Quantum state tomography [54] was used to obtain the theoretical and experimental
density matrices, thus calculating the fidelity [55–57] of the circuit as shown in Equation (18).

F(ρ, σ) = tr
√√

ρ σ
√

ρ (18)

The general form of quantum state tomography is given by

ρ =
1

2N ∑2
l=i1,i2,...,iN=0 Ti1,i2,...,iNσi1 ⊗ σi2 ⊗ . . .σiN (19)

In particular, quantum state tomography reconstructs the density matrix of a quantum
state by preparing the state many times and measuring each in a tomographically complete
basis of measurement operators. In this paper, the circuit was measured with measurements
of all qubits in each of the X, Y, and Z Pauli bases. For the 2-qubit system, these basis are II,
IX, IY, IZ, XI, YI, ZI, XX, XY, XZ, YX, YY, YZ, ZX, ZY, and ZZ. The probabilities of the states
were taken by the experiment in the IBM real superconducting chip- IBMq Lima and the
density matrix was constructed by using the formula given in Equation (19).

The experimental matrices of the circuits were computed through the density matrix
as shown above. The experimental density matrix and the theoretical density matrix were
compared and the fidelity of the quantum circuits was thus calculated. The whole circuit
was simulated in “IBMQ-Lima”.

It is important to know the parameters of the qubit system that is used in the ex-
perimental process. These parameters are shown in Figure 10, which shows a map view
of the qubits, T1 (relaxation time) and T2 (dephasing time), and the frequency of each
qubit [58,59]. Here, the T1 (or longitudinal) relaxation process involves a loss of energy of
the qubit. It is a relaxation from the excited to the ground state (hence, longitudinal) and
the corresponding timescale is the T1 time, while the T2 (or transverse) relaxation time or
phase coherence time, describes how long the phase information of the superposition state
of the qubit can be preserved.

Probabilistic simulations and calculations for the quantum systems are usually carried
out using the Monte Carlo method on a classical computer. Such methods were used to
overcome the setback from the exponentially growing phase spaces. Meanwhile, a quantum
simulator [60] is usually very much under the control of the experimenter, and it is capable
of simulating the dynamical behaviors of the physical models. Irrespective of the degree of
internal correlations or entanglement between the degrees of freedom of the model, it can
perform its job efficiently [61].

In this section, the observations corresponding to the different circuits designed
during quantum simulation of the pairing Hamiltonian in superconductivity are explained.
Figures 4–7 display the theoretical and experimental density matrices, and the fidelity as
a function of iterations for the Heisenberg, XY, transverse Ising, and longitudinal Ising
models. The plots of the experimental density matrix of 2 and 10 iterations were selected to
show the extremities of the iterations that were conducted. This shows how the density
matrices are changing toward the theoretical density matrix as we increase the number of
iterations. This increase is similar to the theoretical density matrix, as the iteration increases
which is a consequence of the Trotter decomposition.
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It can be seen in Figure 4 that, for the Heisenberg model, the experimental density
matrix deviates clearly from the theoretical density matrix. Changes in the experimental
density matrix can also be seen as the number of iterations is increased. The fidelity was
thus found to be oscillating until 10 iterations. This change corresponds to the increase
in probability of a state as the number of iterations increases. This also took a toll on the
fidelity of the system as a whole. The error for every iteration was checked and a graph
was plotted to check the trend of variation. The variation of fidelity in the system shows
the noise in the existing quantum processor. The average fidelity obtained for the system
was around 0.55 for the Heisenberg model. In Figure 5, for the XY model, it was seen that
the experimental density matrix changed as the number of iterations increased. This is
again due to the change in probability of occurrence of each state at a certain iteration. As
per the fidelity vs. iteration plot, the fidelity increased from 1 to 2 iterations, then decreased
until 4 iterations. The fidelity then increased from 5 iterations until 7 iterations, decreased
at 8 iterations, and again increased at 9 iterations and then decreased afterward. The graph
shows the trend of these changes. Variations in noise in the system may give such erratic
results, although an average value of the fidelity can be obtained to be within 0.5–0.55. For
the transverse Ising model (Figure 6), the experimental density matrix figures also changed
with increasing number of iterations. The fidelity of the circuit increased from 1 iteration to
10 iterations but showed an erratic pattern. The average value of fidelity for this model
was within 0.5–0.6. Finally, for the longitudinal Ising model (Figure 7), the experimental
density matrix changed with increasing number of iterations from 2 to 10. The fidelity of
the circuit followed the same pattern as the other Hamiltonians, showing an erratic pattern.
The average fidelity fell between 0.4–0.55 for this model.

The variation in the fidelity shown for the four models can be attributed to the inclusion
of noise from the real chip quantum computer. The noise parameter followed a periodic
pattern which affected the fidelity of the circuits, thus showing a near periodic variation in
the fidelity. Other than the noise parameter which certainly affected the fidelity, there were
a few more findings which we could interpret from that. As per the Trotter decomposition,
as we increase the number of iterations, the fidelity of the circuit should increase. But again,
in the real experimental circuit inclusion of higher numbers of gates as we increased the
number of iterations, it would affect the fidelity so that it decreases. The fluctuations in the
fidelity that we see is the effect of both of these parameters. It should also be mentioned
that the data points in the graph are low, and thus we can see such fluctuations. But if
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we increase the iterations to higher values to fit the graph, we would see that the fidelity
would decrease and converge to zero.

In theory, if the number of gates increases in a circuit due to inclusion of more noise, it
is expected that the fidelity will decrease. But in the experimental regime, this trend may
be affected and can also give a higher fidelity for systems with more gates, as seen in some
of the models above.

Figure 8 shows the variation in probability of possible states with respect to different
values at θ = π

2 and as the time varies for t = 0, . . ., 4. For the Heisenberg model, it can be
seen that the state |01> is dominant at t = 0 s, which decreases to the lowest level at t = 4 s.
For the XY model, the dominant state is |01> at time t = 0 s and state |00> at t = 4 s. For the
transverse Ising model, the dominant state at t = 0 s is |00> while at t = 4 s, the dominant
state is |01>. For the longitudinal Ising model, the dominant state at t = 0 s is |00> while at
t = 4 s, the dominant state is |00>. The oscillatory behavior of the plots comes from how
the time evolution operator works, i.e., how the unitary operator changes in the states in
the Bloch sphere.

5. Conclusions

This article presented algorithms and circuit designs for simulating pairing Hamiltoni-
ans based on various nearest-neighbor interactions, such as the Heisenberg Hamiltonian,
longitudinal Ising Hamiltonian, XY Hamiltonian, and transverse Ising Hamiltonian, all
of which can be executed on solid-state quantum devices. These Hamiltonians were im-
plemented using an IBM superconducting qubit quantum computer. The study involved
quantum state tomography for these diverse Hamiltonians, examining fidelity in relation to
number of iterations using Suzuki–Trotter decomposition. The experimental density matrix
was observed to gradually converge toward the theoretical density matrix as the number
of iterations increased. This demonstrates the potential for transforming Hamiltonians
from various models into quantum circuits and simulating them on quantum computers
to address complex physics problems. Quantum state tomography emerged as a valuable
approach for determining the density matrices of such models. By increasing the num-
ber of iterations through Trotter decomposition, the experimental outcomes on quantum
hardware closely matched the theoretical predictions. The fidelity versus iteration analysis
served as a metric to assess how the experimental matrix evolved with increasing number
of iterations. This variation in fidelity also highlighted the presence of noise in the quantum
system, an inherent characteristic of the “Noisy Intermediate Scale Quantum (NISQ)” era.
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