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Abstract: Background and Objective: Dementia is a broad term for a complex range of conditions
that affect the brain, such as Alzheimer’s disease (AD). Dementia affects a lot of people in the
elderly community, hence there is a huge demand to better understand this condition by using
cost effective and quick methods, such as neuropsychological tests, since pathological assessments
are invasive and demand expensive resources. One of the promising initiatives that deals with
dementia and Mild Cognitive Impairment (MCI) is the Alzheimer’s Disease Neuroimaging Initiative
(ADNI), which includes cognitive tests, such as Clinical Dementia Rating (CDR) scores. The aim
of this research is to investigate non-invasive dementia indicators, such as cognitive features, that
are typically diagnosed by clinical assessment within ADNI’s data to understand their effect on
dementia. Methods: To achieve the aim, machine learning techniques have been utilized to classify
patients into Cognitively Normal (CN), MCI, or having dementia, based on the sum of CDR scores
(CDR-SB) besides demographic variables. Particularly, the performance of Support Vector Machine
(SVM), K-nearest neighbors (KNN), Decision Trees (C4.5), Probabilistic Naïve Bayes (NB), and Rule
Induction (RIPPER) is measured with respect to different evaluation measures, including specificity,
sensitivity, and harmonic mean (F-measure), among others, on a large number of cases and controls
from the ADNI dataset. Results: The results indicate competitive performance when classifying
subjects from the baseline selected variables using machine learning technology. Though we observed
fairly good results across all machine learning algorithms utilized, there was still variation in the
performance ability, indicating that some algorithms, such as NB and C4.5, are better suited to the
task of classifying dementia status based on our baseline data. Conclusions: Using cognitive tests,
such as CDR-SB scores, with demographic attributes to pinpoint to dementia using machine learning
can be seen a less invasive approach that could be good for clinical use to aid in the diagnosis of
dementia. This study gives an indication that a comprehensive assessment tool, such as CDR, may be
adequate in assessing and assigning a dementia class to patients, upon their visit, in order to speed
further clinical procedures.

Keywords: Alzheimer’s disease; Clinical Dementia Rating; data analytics; neuropsychological
assessment; neuroimaging; machine learning; feature section

1. Introduction

Dementia can be defined as a range of cognitive impairments that include a degrading
of functional skills, cognitive ability, and memory (Grassi et al., 2019 [1]; Shankle, Mani,
Pazzani & Smyth, 1997 [2]). AD is the leading type of dementia with 60–80% of dementia
cases being a type of AD (So, Hooshyar, Park & Lim, 2017 [3]; Alzheimer’s Association,
2018 [4]). AD is a progressive disease, in which dementia symptoms typically worsen over
time. The Alzheimer’s Association (2018) [4] believes that being able to identify patients
who are in the prodromal AD stage is critical for early management and drug development.
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As such, having an efficient yet accurate way of diagnosing AD status is essential to increase
the chance of early diagnosis and, therefore, treatment and planning.

AD is typically diagnosed by a combination of neuropsychological and medical assess-
ments, such as the Alzheimer’s Disease Assessment Scale-Cognitive (ADAS-Cog) (Rosen,
Mohs & Davis, 1984) [5], the Mini Mental State Exam (MMSE) (Folstein, Folstein & McHugh,
1975) [6], and Clinical Dementia Rating (CDR) (Hughes, Berg, Danziger, Coben & Martin,
1982) [7]. Information is also derived from Magnetic Resonance Imagery (MRI) (Pantano,
Caramia & Pierallini, 1999) [8], Positron Emission Tomography (PET) (Iaccarino, Sala,
Caminiti & Perani, 2017) [9], genetic variables (APOE4) (Qian et al., 2017) [10], and more.
As diagnosis is usually multifaceted, it may require several assessments by skilled clinicians
involving much time and cost. If a neuropsychological assessment, as mentioned above,
was able to give a clear dementia classification accuracy on its own, this could widen
the accessibility of dementia assessments to those in poorer socio-economic areas while
reducing the cost and need for assessment by skilled professionals.

In this research, we have chosen to focus on the CDR-SB as there is no extensive
research on the use of intelligent techniques focusing on CDR-SB scores besides it can
be considered affordable assessment. In an initial experimentation, CDR-SB showed a
correlation with dementia status in the outcomes of four feature selection techniques
applied to the ADNI dataset including Correlation Feature Set (CFS) (Hall, 1999) [11],
ReliefF (Kira & Rendell, 1992) [12], and two Wrappers (Hall & Smith, 1999) [13]. However,
this could be attributed to that CDR was used as a measure to assign the diagnostic label
by clinicians during the ADNI project besides other tests.

The problem we consider in this research is a classification task, whereby we investi-
gated and measured the performance of classification algorithms on CDR-SB scores and
other demographic data to predict dementia. Our research differs from much of the existing
literature, which focuses on intelligent techniques applied to MRI and other clinical data.
We will focus on the use of machine learning techniques on neuropsychological data to
create models to predict the clinical diagnosis for patients. Particularly, we test models
derived by various classification techniques using real data and compare the predictive
performance of the derived models to determine the ideal model for dementia detection.
The main questions we seek to answer are:

Would a model derived from using machine learning on the ADNI dataset that was
based on the CDR-SB scores and demographic variables be feasible to predict dementia?

If so, which classification technique could produce highly accurate models based on
accuracy, sensitivity, and specificity rates?

The potential application of machine learning, if successful, could see an increase in
detection accuracy and efficiency for clinicians. The models produced can be used to aid
the decision-making process during screening or diagnosis of dementia-related conditions.

The paper sets out the methodology used in our research, followed by a literature
review of research that has focused on the use of machine learning technology in predicting
the dementia status of patients. The review focuses predominantly on research that has
used data from the ADNI data repository. Following this review, we describe the dataset
and experimental procedure used to generate our results, along with an in-depth discussion
and our conclusion.

2. Methods

The primary variables used to derive the intelligent models in the methodology
are based on the CDR method. CDR is used to rate the severity of AD in a subject, by
assessing the patient’s signs and symptoms in six cognitive areas. Typically, the CDR will
be completed by a clinician or other specialist and follows an initial interview with the
subject. During the process, the subject is scored between 0–3 across the different cognitive
domains. Scores of 1, 2, and 3 indicate mild, moderate, and severe dementia, respectively,
whilst 0.5 may indicate very mild dementia (Tay et al., 2015) [14]. Subsequently, the scores
can be combined as the sum of each of the domains is considered with equal weightings.
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This method is termed the CDR-Sum of Boxes (or CDR-SB) and assumes equal weighting
among the cognitive areas (Mennella & Heering, 2015) [15].

In our study, we applied the data process described in Figure 1. The ADNI dataset was
chosen as it contains both CDR scores and other neuropsychological features; additionally,
its data collection was performed under a standard set of procedures to eliminate inconsis-
tencies. Initially, a descriptive analysis was conducted to obtain more detailed statistics and
information. Then, data pre-processing was performed to retain instances and variables
that align within the research scope. We excluded any instance without a class (DX) and
ignored any instance with missing class. We only kept the first visit data for the cases
and controls.
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To elaborate on Figure 1, we filtered the initial ADNI dataset to retain only relevant
features related to CDR and demographic variables based on the scope we have defined and
our research questions. In this case, all features have been ignored other than the CDR-SB
scores, age, education level, gender, ethnicity, race, exam date, and the exam site; thus,
we have a dataset with 10 features (including the class, ‘dx’), which is further described
later. Once the dataset was prepared, we produced models using different classification
algorithms. We measured the performance of our models by comparing metrics, specificity,
sensitivity, precision, F1-score, and ROC area, to determine the highest performing models.
Section 5 gives further details.

3. Results
3.1. Alzheimer’s Disease Neuroimaging Initiative (ADNI)

ADNI is a collection of medical centers and universities in the USA and Canada
that was established to develop standardized biomarker procedures and neuroimaging
techniques to better assess and diagnose subjects with AD, those with MCI, and those
who are cognitively normal (CN) (Petersen et al., 2009) [16]. Commencing in 2004, under
the leadership of Dr. Michael W. Weiner as a six-year study (ADNI-1) (ADNI, 2017a) [17],
the primary goal was to develop and validate biomarkers to use as outcome measures in
clinical trials. The purpose of these biomarkers is to aid in the (early) diagnosis and tracking
of AD (ADNI, 2017a [17]; Petersen et al., 2009 [16]). The biomarkers include scores from
cognitive and functional tests, demographic data, MRI, readings from PET procedures, and
cerebrospinal fluid markers.

Subsequent studies (ADNI GO, ADNI-2, ADNI-3) were later initiated, where the scope
was broadened to include further participants of different clinical stages (early and late
mild cognitive impairment groups were introduced) (ADNI, 2017a) [17,18]. Other studies
focused on an understanding of the longitudinal sequence of dementia, and investigated
technologies that provide additional measures (such as the use of mass spectroscopy for
the analysis of CSF markers and MRI scans to detect tau-protein tangles, included in ADNI
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datasets such as Aisen, 2011 [19], Weiner et al., 2017b [20], Boutajangout, Sigurdsson &
Krishnamurthy, 2011 [21].

The data used in this study was originally derived from the ADNI database (ADNI,
2017a) [17], and it is called Alzheimer’s Disease Prediction of Longitudinal Evolution
(TADPOLE) dataset, which was made available in 2017 [18]. The dataset consists of 1737
unique patients with their demographic information, and the neuropsychological and
medical data associated with each patient visit. Each assessment is recorded separately,
supplying 12,741 dataset instances.

The dataset consists of three main subject groups (class labels): CN, MCI, and De-
mentia. These three groups consist of 523, 341, and 866 subjects, respectively, after pre-
processing. We observed an imbalance in the class distribution with the MCI group being
over twice the size of the Dementia group. The average age of a participant in each group
is similar, between 73–75 years, though both the MCI (73.03 ± 7.60 years) and Dementia
(74.93 ± 7.81 years) groups see a greater spread of ages in comparison to the CN group
(74.25 ± 5.79 years).

Participants in the Dementia group were likely to have a lower mean education than
the other groups, with the CN group having the highest education on average. Participants
in the CN group were also noticeably more likely to have not be currently married at the
time of the study. In total, 67.75% of CN subjects we analyzed were married, compared
to 83.63% and 76.97% in the Dementia and MCI groups, respectively. CN subjects were
much less likely to be carriers of the APOE 4 allele (28.60%) compared to the Dementia
(65.77%) and MCI (50.23%) groups. A total of 17.27% of CN participants had a change in
their diagnosis by the end of this study’s data and nearly half of the MCI group (42.01%)
exhibited a change. It is important to note that for 12.88% of the MCI subjects that changed
diagnosis, it was a positive change with the new diagnosis being CN.

3.2. Data Pre-Processing

We have excluded rows with no DX (clinical diagnosis from visit) and have kept
8904 rows. This consists of 1730 unique patients, after seven instances were removed for
having no visits with a diagnosis and/or no CDR-SB data available.

As the scope of our experimentation is to predict the cognitive state of the subjects, we
adjusted some of the dataset class labels that classified the level of dementia changes, as we
do not observe the longitudinal progression for each participant. MCI -> Dementia and NL
-> Dementia were changed to Dementia, NL -> MCI and Dementia -> MCI were changed
to MCI, and MCI -> NL were changed to NL.

For our experimentations, baseline demographics, CDR-SB scores, and DX are the
main features we applied, which can be seen in Table 1. We only extracted the first visit of
the subjects.

Table 1. Features selected.

Variable Description
SITE ID of the site where the visit occurred
EXAMDATE Date of the clinical examination
AGE Age at baseline visit
PTGENDER Sex
PTEDUCAT Total years of education
PTETHCAT Ethnicity
PTRACCAT Race
PTMARRY Marital status at baseline
CDRSB Clinical Dementia Rating Scale Sum of Boxes
DX Class variable

3.3. Experimental Settings and Evaluation Metrics

The experiments are conducted in the Waikato Environment for Knowledge Analysis
(WEKA 3.8) data analytic platform. This is freely available and designed to allow easy
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integration of Java code for reusability purposes within the platform. WEKA contains
many supervised and unsupervised learning algorithms, dimensionality reduction, and
other data pre-processing approaches and visualization methods.

The Confusion Matrix, shown in Figure 2, is adopted to evaluate the performance of
the models applied in our experimentation. Performance measurements are detailed below.

1. Sensitivity = TP
TP+FN (1)

2. Specificity = TN
TN+FP (2)

3. F-measure = 2* Precision*Sensitivity
Precision+Sensitivity (3)

4. Precision = TP
TP+FP (4)

5. ROC: Receiver Operator Characteristic Curve, which is generated by plotting the TPR
(y-axis) against the FPR (x-axis).
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For our experiments, we are focusing on the four main performance metrics to evaluate
the performance of our chosen models: sensitivity, specificity, F-measure, and ROC.

3.4. Classification Methods and Implementation

Several machine learning techniques were explored in this study based on 10-fold
cross-validation (Mosteller & Tukey, 1968) [23]. Naïve Bayes (NB) is probabilistic algorithm
that is often used in classification tasks (Islam, Wu, Ahmadi & Sid-Ahmed, 2007) [24]. It
uses Bayes’s theorem to assign a class label to an instance given the probabilities of the
other features in the sample (Zhang, 2004) [25]. The NB classifier has been shown to be
successful in practice, often utilized in classification alongside other more complex and
sophisticated techniques (Rish, 2001) [26].

Repeated Incremental Pruning to Produce Error Reduction (RIPPER) is a rule-based
classifier, which was proposed as an optimized version of IREP (Cohen, 1995) [27]. Classes
are examined in increasing size and there is an initial set of rules that is generated for the
class using incremental reduced error. RIPPER then proceeds by treating the examples
in the training data as a class and finding a set of rules that will cover all members of
the respective class. Once rules are derived, then RIPPER eliminates rules that have high
misclassifications or cover a minimal number of instances in the dataset.

SVMs are a set of supervised learning methods used for classification as well as regres-
sion and outlier detection. SVMs can perform binary and multi-class classification tasks.
On the other hand, K-nearest neighbors (KNN) is a type of instance learning algorithm.
This classification classifies test data by considering the k-nearest neighbor’s majority vote
within the nearest neighbors of a data point (Aha, Kibler & Albert, 1991) [28]. We used
k = 5 [29,30]; when using k = 5, then more neighboring data instances’ class labels will be
utilized to assign the class label of the test data during the process of cross validation. This
indeed reduces any sort of bias for the class assignment process since more neighbors are
used, hence ensuring a collective decision-making.

Lastly, C4.5 (J48 in WEKA) is a Decision Tree algorithm that produces tree-based
classifiers (Quinlan, 1993) [31]. This algorithm is created to predict test data by learning
decision rules through the features present in the dataset and finding rules that can apply
to all points in a subset. It is capable of processing both binary and multi-class classification
datasets. For all algorithms, we used the default hyper parameters.
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In our experimentation, we measured the performance of five machine learning
algorithms to predict the dementia class of subjects from the ADNI TADPOLE challenge
dataset (ADNI, 2017b) [18]. The algorithms were used on a subset of this data, which
included demographic and CDR-SB variables to predict the class of each patient.

The performance metrics produced for each algorithm are shown in Table 2. NB,
C4.5, and RIPPER resulted in the highest performance, as seen across all measures, with
all results between 88.4–95.5%. C4.5 arguably performed the best, with the highest result
across all metrics excluding ROC. The highest classification accuracy was by the C4.5
algorithm, with 89.7%. This result was 15% higher than SVM (linear) accuracy. The NB and
RIPPER algorithms showed similarly competitive results within +/−2% when compared
to C4.5 across all metrics as shown in Table 2.

Table 2. Experiment results.

Model Accuracy Sensitivity Specificity F-Measure
SVM-Liblinear 74.7% 74.7% 82.3% 74.8%

KNN k = 5 76.8% 76.8% 83.9% 76.7%
Naïve Bayes 88.4% 88.4% 91.7% 88.4%

C4.5-Decision Tree 89.7% 89.7% 93.2% 89.8%
RIPPER 89.0% 89.0% 92.3% 89.1%

Sensitivity measures the proportion of positive results predicted correctly (Equation (1)).
Sensitivity is negatively impacted when results that should be positive are predicted as
negative, or a False Negative (FN). Our results indicate that C4.5 was able to correctly
identify these results with the smallest proportion of FNs (0/341 dementia subjects were
classified as CN and 43/866 MCI patients were classified as CN), with a sensitivity score of
89.7%. RIPPER and NB showed similar performance in regard to sensitivity, albeit a 0.7%
and 1.3% lower sensitivity rate than C4.5, respectively. SVM (linear) and KNN derived
lower sensitivities of 74.7% (1/341 Dementia and 61/866 MCI classed as CN) and 76.8%
(7/341 Dementia and 145/866 MCI classed as CN), respectively.

Specificity measures the models’ ability to correctly identify negative results. As such,
it is impacted by False Positive (FP) results, as annotated in Equation (2), above. The
considered machine learning algorithms demonstrated somewhat of an increase in this
metric, compared to sensitivity. In the practical application of dementia classification, this
high specificity indicates the strong ability of the algorithm to predict healthy or cognitive
control individuals as being healthy. Though this is important, sensitivity may arguably be
more important in our scenario as a FP can be corrected by subsequent testing, whereas a
FN may result in no further testing and, therefore, the patient missing a diagnosis.

The C4.5 algorithm was able to correctly identify negative results, with a specificity
of 93.2% (43/523 CN classified as MCI and 79/866 MCI classified as Dementia). NB and
RIPPER performed well within 2% of this result. SVM (linear) and KNN performed the
poorest, though markedly higher than the sensitivity results obtained, with results of 82.3%
and 83.9%, respectively. These scores are a result of more FP predictions; SVM gave a total
of 133/523 FPs on CN subjects, seven of which were FPs as dementia, and 121/866 MCI
subjects classed as dementia. KNN had results of 102/523 FPs for CN subjects, three of
which were classified as dementia, the other as MCI, and also had 46/866 MCI subjects
classed as dementia.

The F-measure is the harmonic mean between sensitivity and precision, with the
equation shown above. Precision (Equation (4)) is calculated as the number of TPs over
all predicted positive results (true and false) and differs from sensitivity, which includes
FN results. All models exhibit a similar F-measure score compared to model accuracy,
with +/−0.1% across all five algorithms compared to their accuracy. As the F-measure is
the harmonic mean between these two metrics, the algorithms that have better results in
sensitivity and precision (NB, C4.5 and RIPPER) have F1-scores of over 10% higher than
SVM linear and KNN.
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The Receiver Operator Characteristic (ROC) curve is a plot of the TP rate against the
FP rate (Fawcett, 2006) [32]. The area under this curve (ROC-AUC) gives a good measure
of how well a model is at correctly predicting TP and TN results. Figure 3 shows the values
of ROC based on the different algorithms used in the experiment. Though C4.5 saw the
highest sensitivity, specificity, F1 score, and classification accuracy, NB resulted in a stronger
ROC measurement of 95.5%, 2.3% higher than C4.5. The competitive results seen in this
metric are promising as the ROC AUC addresses the capability of the models to correctly
classify both TN and TP results and, therefore, minimize FN and FPs.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 7 of 13 
 

of which were classified as dementia, the other as MCI, and also had 46/866 MCI subjects 
classed as dementia. 

The F-measure is the harmonic mean between sensitivity and precision, with the 
equation shown above. Precision (Equation (4)) is calculated as the number of TPs over all 
predicted positive results (true and false) and differs from sensitivity, which includes FN 
results. All models exhibit a similar F-measure score compared to model accuracy, with 
+/−0.1% across all five algorithms compared to their accuracy. As the F-measure is the 
harmonic mean between these two metrics, the algorithms that have better results in sen-
sitivity and precision (NB, C4.5 and RIPPER) have F1-scores of over 10% higher than SVM 
linear and KNN. 

The Receiver Operator Characteristic (ROC) curve is a plot of the TP rate against the 
FP rate (Fawcett, 2006) [32]. The area under this curve (ROC-AUC) gives a good measure 
of how well a model is at correctly predicting TP and TN results. Figure 3 shows the values 
of ROC based on the different algorithms used in the experiment. Though C4.5 saw the 
highest sensitivity, specificity, F1 score, and classification accuracy, NB resulted in a 
stronger ROC measurement of 95.5%, 2.3% higher than C4.5. The competitive results seen 
in this metric are promising as the ROC AUC addresses the capability of the models to 
correctly classify both TN and TP results and, therefore, minimize FN and FPs. 

It is imperative to minimize type II errors (FN) as much as possible in medical diag-
nosis applications, such as dementia detection. A FN classification, in a real-life situation, 
could see a patient be incorrectly diagnosed as not being cognitively impaired (or to a 
lesser degree, for example MCI versus a more advanced dementia). This can be incredibly 
detrimental to the patient’s health as early diagnosis and disease management is critical 
for speeding up intervention due to MCI or AD. As expected, only a small number of 
misclassifications of CN (0 or 1 across all algorithms excluding KNN which had 7/341) 
when the patient was actually classified as AD. However, there is a larger proportion of 
CN misclassifications of MCI patients (for example 145/866 in KNN), as the symptoms 
(and therefore CDR-SB score) is much nearer to the CN subjects. Similarly, there is a min-
imal number of CN patients being classified as AD, but a more significant number of CN 
patients being classified as having MCI. 

 
Figure 3. ROC area results. 

4. Discussion 
Sabuncu and Konukoglu (2014) [33] employed ADNI data, neuroimaging software, 

and machine learning algorithms to conduct an empirical study on multivariate pattern 
analysis (MVPA). Prior MVPA studies had focused on extracting imaging measurements 
or on improving prediction accuracy through statistical analysis algorithms (Bat-
manghelich, Taskar & Davatzikos, 2009 [34]; Cho, Seong, Jeong & Shin, 2012 [35]; Teipel 
et al., 2007) [36]. 

Figure 3. ROC area results.

It is imperative to minimize type II errors (FN) as much as possible in medical diagnosis
applications, such as dementia detection. A FN classification, in a real-life situation, could
see a patient be incorrectly diagnosed as not being cognitively impaired (or to a lesser
degree, for example MCI versus a more advanced dementia). This can be incredibly
detrimental to the patient’s health as early diagnosis and disease management is critical
for speeding up intervention due to MCI or AD. As expected, only a small number of
misclassifications of CN (0 or 1 across all algorithms excluding KNN which had 7/341)
when the patient was actually classified as AD. However, there is a larger proportion of CN
misclassifications of MCI patients (for example 145/866 in KNN), as the symptoms (and
therefore CDR-SB score) is much nearer to the CN subjects. Similarly, there is a minimal
number of CN patients being classified as AD, but a more significant number of CN patients
being classified as having MCI.

4. Discussion

Sabuncu and Konukoglu (2014) [33] employed ADNI data, neuroimaging software,
and machine learning algorithms to conduct an empirical study on multivariate pattern
analysis (MVPA). Prior MVPA studies had focused on extracting imaging measurements or
on improving prediction accuracy through statistical analysis algorithms (Batmanghelich,
Taskar & Davatzikos, 2009 [34]; Cho, Seong, Jeong & Shin, 2012 [35]; Teipel et al., 2007) [36].

Sabuncu and Konukoglu (2014) [33] used MRI and neuropsychological features
with three MVPA algorithms: Support Vector Machine (SVM), Relevance Voxel Machine
(RVoxM), and Neighborhood Approximate Forest (NAF) (Cortes & Vapnik, 1995 [37];
Konukoglu, Glocker, Zikic & Criminisi, 2013 [38]; Sabuncu & Van Leemput, 2012 [39]).
The results indicated that a stronger predictive accuracy can be observed when using an
integration of MRI variables, rather than on one MRI result, which is typically univariate
and gives information on one anatomical area of the brain than when analyzing them
individually. This corresponds with other earlier research works that indicate some neu-
rocognitive disorders are related to larger scale networks across multiple brain regions
(Seeley et al., 2009) [40]. The authors conclude that there is no one universal method for
dealing with neuroimaging data but rather five main limiting factors that influence predic-
tion accuracy: sample size, data quality, standardized imaging measurements, standardized
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prediction algorithms, and the underlying biological footprint of the disease. In addition,
the study also showed that other variables, such as demographic and neuropsychological,
can be predicted using MRI data.

Four supervised learning methods were tested by Aguilar et al. (2013) [41] to clas-
sify AD patients and controls, as well as to predict AD conversion from MCI. The au-
thors used data from the AddNeuroMed cohort, which though a different initiative to
ADNI, the data acquisition process was designed to be compatible with ADNI
(Simmons et al., 2009, 2010) [42,43]. Orthogonal partial least squares to latent structures
(OPLS), Decision Trees, artificial neural networks (ANN), and support vector machines
(SVM) have been applied on MRI features, MRI + age, MRI + education, and MRI + APOE
to generate models. The authors also used the feature selection algorithm method named
Relief (Kira & Rendell, 1992) [12] to select the top ten features (nine areas of the brain area
and cerebrospinal fluid (CSF) volumes). The models derived by all considered classifica-
tion algorithms showed high specificity and sensitivity when tasked with distinguishing
between AD and CN, with results between 82–85%. Similarly, 80–85% of MCI-converters
were able to be identified. However, performance was much poorer when predicting
MCI-non-converters, where roughly half or more (49–68.4%) were diagnosed as cognitively
normal. The results indicated no significant statistical difference in the performance when
all the MRI variables were used, versus the ranked features only. There was a notice-
able decline in performance when age or education was included in the Decision Tree
algorithm. Other than that, there was no significant influence for better or worse on the
performance when age, education, or APOE were included with the MRI data. The highest
accuracy and AUC scores were observed when MRI + APOE was used with ANN, and
MRI + Edu with SVM and OPLS, with scores of 91–92%. Models with approximately 86%
accuracy were derived when OPLS was used on an ADNI study using the same features
(Westman et al., 2011) [44].

Spasov, Passamonti, Duggento, Liò, and Toschi, (2019) [45] utilized deep learning to
combine MRI, demographic, neuropsychological, and APOE data focusing on patients
who were likely to progress from MCI to AD within three years. The authors developed a
feature extractor sub-network, which performs dual tasks—AD to CN classification, as well
as a MCI to AD conversion prediction. Furthermore, since the feature representations are
multi-layered, rich and complex data, such as MRI, can be handled well in the classification
process (Spasov et al., 2019) [45]. The authors used four input combinations of biomarkers:
clinical data + MRI, clinical + Jacobian Determinant data, clinical + atlas masked MRI, and
clinical + Jacobian Determinant + MRI. The best classification performance is seen where
MRI + clinical data are used in conjunction, with a median AUC of 92.50% and an accuracy
of 86%. A decrease is observed when brain areas that are not classically associated with
AD are removed, down to 92.20%. Further decreases in performance are observed when all
variables are used, and when the MRI data only is used (no clinical data), a much lower
AUC and accuracy, of 70% and 72%, respectively, is seen.

Stonnington et al. (2010) [46] studied the MCI—AD conversion, trying to predict a
continuous measure, such as scores from the MMSE, Dementia Rating Scale (DRS), ADAS-
Cog and RAVLT, from MRI data. Relevance Vector Regression (RVR) was applied for
prediction using MRI data and measures from four cognitive tests, namely MMSE, DRS,
ADAS-Cog, and RAVLT. The results of their research indicated a strong linear relationship
between DRS, MMSE, and ADAS-Cog scores with grey matter (GM) segments of MRI data,
but did not indicate this with the RAVLT assessment. DRS, followed by MMSE in dataset
1, and ADAS-Cog, followed by MMSE in datasets 2 and 3, provided the best predictive
power when processed. The author suggested that images of the whole brain provided
a better correlation with these cognitive tests, as they test multiple domains within the
brain, whereas RAVLT targets memory, which is associated with the medial temporal lobe.
The predictive accuracy of the models worsened when large groups of a class, for example
CN or MCI, were either missing or removed. Further, the years-of-education feature was
also shown to be significantly correlated to MMSE and ADAS-Cog from the ADNI dataset.
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The authors demonstrated that RVR can be a useful multivariate method for investigating
the relationship between MRI features and clinical scores. Their results support the use of
MMSE, ADAS-Cog, and DRS in dementia applications.

Izquierdo et al. (2017) [47] experimented on cognitive test scores using MRI, PET, and
previous cognitive information from an ADNI cohort. The authors showed that being able
to accurately predict cognitive test scores would be useful in the diagnosis of AD as well
as for assisting clinicians to manage patients. The aim of this study was to predict the
scores of MMSE, CDRS, RAVLT, ADAS11, and ADAS13 tests. To do this, stochastic gradient
boosting of Decision Trees was applied to a sample of over 1141 patients from the ADNI
data. Specifically, the scores at the 24-month mark are predicted based on information
at prior visits (6 months, 12 months, 18 months). The results of the experimentations
indicated high correlation (≥0.9) across all correlation measures. The authors compared
the results from the gradient-boosted method against other algorithms such as Multilayer
Perceptron, 10-KNN, Decision Trees, Bagging, and SVM. Gradient boosting outperformed
other methods of predicting the cognitive test scores.

Miller et al. (2020) [48] used 741 ADNI-participants with blood microarray data to
measure the cognitive decline related to AD in terms of CDR score. The authors used
the CDR scores recorded in the last clinical assessment to categorize the data into three
groups, and then applied machine learning algorithms to forecast the cognitive level of the
individual using the reported blood microarray data. The results showed that one chloride
intracellular channel 1 (CLIC1) probe was significant; the predictive rate achieved using
the machine learning algorithm reached 87% when considering nonsignificant probes.

Li et al. (2021) [49] investigated the possibility of shortening the CRD clinical as-
sessment method to develop an electronic CRD (eCDR) to improve accessibility, reduce
evaluation time, and automate the scoring process. The authors utilized the item response
theory (IRT) to assess the items of the CDR, and develop an IRT automatic CDR scoring
model. The results demonstrated that the IRT model with a short CDR version is able to
achieve medically accepted classification rate.

Thabtah et al. (2022a; 2022b; 2022c) [50–52] investigated elements related to cognitive
and functional activities of dementia using real data subjects of the ADNI project. The
authors primary objective is to identify functional and cognitive indicators that correlate
with one type of dementia progression, which is AD. In Thabtah et al. (2022a), a number of
assessment methods were compared and analyzed using real data to finds out the cogni-
tive domains that overlap in certain cognitive items using the DSM-5 criteria framework
related to dementia. Then, the authors improved their initial approach by developing
a computational intelligence process to detect functional indicators of AD advancement.
The computational data process was evaluated using classification and feature selection
methods on ADNI’s data subjects by focusing on the elements that belong to the Functional
Activity Questionnaire assessment (FAQ) method. Results showed that there are some
functional elements that associate with the disease advancement.

Lastly, Thabtah et al. (2022c) [50] evaluated cognitive elements related to ADAS-13 cog-
nitive assessment method (ADAS-Cog) using machine learning (classification algorithms).
Results against the cognitive data of ADNI (ADAS-Cog sheet) revealed that the classifi-
cation models derived can be used for the progression of AD screening, and outperform
models derived from functional elements (ADNI-FAQ data sheet).

5. Conclusions

Neuropsychological assessment tools, such as the CDR, are commonplace in the
diagnosis and assessment of neurocognitive disorders, including dementia. Compared
to the clinical procedures (such as MRI and PET) that are often used in conjunction with
these assessments, the neuropsychological assessments are relatively much less invasive,
for instance, requiring a questionnaire or observational-based assessment. Being able to
accurately predict dementia status in a patient based only on these types of tests (and
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known demographic data, which can likely also be easily obtained) could see great clinical
use and application to aid in the early diagnosis of dementia.

To investigate the issue of having a potentially accurate, quick, and non-invasive
method for dementia classification, our research and experimentation focused on inves-
tigating the ability of different classification algorithms to perform the task as outlined
above. This was done by applying different machine learning algorithms including NB,
C4.5, RIPPER, SVM, and KNN, to the CDR-SB clinical scores and demographic data from
an ADNI dataset.

Our results indicate competitive performance when classifying subjects into CN,
MCI, or Dementia, using baseline demographic data and CDR-SB scores. Though we
observed fairly strong results across all algorithms we utilized, there was still variation
in the performance ability, indicating some algorithms are better suited to the task of
classifying dementia status based on our baseline data.

NB, C4.5, and RIPPER exhibited sensitivities and specificities between 88.4–89.7% and
91.7–93.2%, respectively, being able to correctly assign CN, MCI, or AD to the majority of
subjects. Though shown to be a strong contender as a classifier in many related literary
works, SVM in our experimentation did not perform as well as expected. We did, however,
utilize a linear SVM algorithm, which is a likely cause of this notable difference. Similarly,
KNN gave results of between 10–20% less than the higher performing algorithms.

A limitation of this study was that the algorithms were only applied to one subset of
ADNI data, which exhibited some class imbalance. This may have negatively affected the
KNN and other algorithms. Furthermore, the ADNI dataset we have utilized (TADPOLE
challenge) does not represent a wide spread of demographic variables, with many of the
participants being Caucasian individuals with, on average, a higher level of education.
Another possible limitation is that the CDR-SB assessment was used by clinicians with other
neuropsychological tests, and the clinicians’ experience to assign the class label for many
of the participants of the ADNI study during each medical visit re-assessment. Thereby,
the decision to whether an individual is demented or not could be affected by some of the
CDR-SB’s elements.

This study shows that CDR may be adequate in assessing and assigning a dementia
class to patients on their early visit to speed up clinical procedures. Other medical pro-
cedures (such as MRI, PET scans) would likely confirm the diagnostic result obtained by
neuropsychological tests like CDR. However, the relative expertise required to conduct a
CDR assessment and the resources required to do so could see this as a reliable method for
diagnosis by clinicians. Further analysis and comparisons would need to be conducted to
validate and corroborate these results.

In the future, we intend to broaden the scope of this research by utilizing other
neurocognitive assessment data alone and in conjunction with CDR, to see whether it can
be incorporated to confer classification improvements. We did not use medical data that is
readily available in ADNI in our experimentation, such as MRI and PET. The inclusion of
this alters the practicality of a non-invasive, quick, and efficient method to class dementia
patients in a clinical setting; however, may confer increased sensitivity and specificity in
classifying dementia.
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