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Abstract: Wireless localization and target sensing both rely on precise extraction of parameters
such as signal amplitude, propagation delay, and Doppler shift from the received signals. Due
to the high multi-path resolution and strong penetration, both localization and sensing can be
achieved through identical UWB waveforms. In this paper, we try to properly allocate resources for
localization and sensing to fully exploit the potential of UWB systems. Considering the complexity
of the multi-slot networks, we derive the Fisher Information Matrix (FIM) expressions for single-
slot and dual-slot integrated sensing and localization (ISAL) networks, respectively, and propose
two resource optimization schemes, namely the step-by-stepscheme and the integrated scheme,
respectively. The numerical results show that: (i) for the sensing-resource-limited networks with
relatively uniform node distribution, the energy allocated to each step in the step-by-step scheme
satisfies the relationship energy for clock offset < energy for radar localization < energy for target
sensing; (ii) in the multi-slot ISAL networks, more energy will be allocated to the time slots where
the networks are relatively sensing-resource-limited; (iii) the step-by-step scheme is more suitable
for the sensing-resource-abundant networks, while the integrated scheme is more suitable for the
sensing-resource-limited networks.

Keywords: integrated sensing and localization; clock offset; spatiotemporal cooperation; Fisher
information; resource optimization allocation

1. Introduction
1.1. Background and Motivation

With the development of the Internet of Things (IoTs) and massive machine type
communications (mMTCs), more and more wireless devices require connections [1]. The
surge in the number of wireless devices has led to a shortage of wireless spectrum resources.
In recent years, people have found that reusing the functions of wireless communication
networks has many advantages, such as improving spectrum efficiency and reducing
hardware equipment costs [2]. Traditional radar positioning networks typically include
two types of nodes: anchors with known positions and radars with unknown positions.
The positions of radars are determined through measurements from other active radars
and anchors, including time of arrival (TOA) [3,4], time difference of arrival (TDOA) [5,6],
angle of arrival (AOA) [7,8], received signal strength (RSS) [9,10], and so on. In addition to
active positioning, this paper also conducts research on passive sensing, where positions of
the targets can be determined through time sum of arrival (TSOA) [11,12]. The realization
of wireless localization and sensing relies on accurately extracting relevant parameters such
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as signal amplitude, propagation delay, and Doppler shift from the received signals, and
both can be achieved with high accuracy through UWB waveforms [13]. The similarity
between wireless localization and target sensing provides a prerequisite for the integration
of localization and sensing networks.

Due to the fact that both wireless localization and target sensing are parameter estima-
tion issues, before designing a parameter estimation algorithm for wireless localization or
target sensing, we need to first obtain the theoretical estimation error lower bound to bench-
mark the accuracy of the designed algorithm. The authors in [14] show that inter-node
measurements and intra-node measurements can bring spatial and temporal cooperation
gains to the accuracy of localization systems, respectively. In addition, due to the fact
that practical networks are often resource-constrained, in order to improve the accuracy of
localization and sensing as much as possible, it is necessary to optimize the allocation of
resources in the networks.

1.2. Related Works

Localization and positioning will be interchangeably used for estimation of the state
(position, orientation) of a connected device in a global frame of reference [15]. For the
investigations of wireless localization, the authors in [16] show that the Cramer—Rao lower
bound (CRLB) is commonly used as the lower bound of the variance of unbiased esti-
mation parameters in wireless localization networks. The authors in [17] introduce some
basic concepts such as FIM, equivalent Fisher information matrix (EFIM), and so on, and
also provide the derivation of the localization FIM expressions in wireless localization
networks. The authors in [18] provide analysis for the error lower bound of localization in
non-cooperative and spatial cooperative wireless localization networks, respectively. For
radar localization networks that have difficult-to-meet trilateration, a method is provided to
assist anchors by mutual ranging between radars to achieve accurate localization of radars.
The authors in [14] provide specific FIM expressions of non-cooperative, spatial coopera-
tive, and spatiotemporal cooperative wireless localization networks, respectively. It also
provides another two lower bounds—the Ziv-Zakai Lower Bound and the Weiss—Weinstein
Lower Bound—and compares their performance with traditional CRLB’s performance in
wireless localization networks. The authors in [19] focus on the localization performance
bound in uplink massive MIMO with few-bit ADCs. They elucidate that massive MIMO
equipped with low-resolution ADCs can still achieve high-precision localization perfor-
mance. Additionally, the desired localization CRLB is also derived, guiding the design for
localization in quantized massive MIMO.

Compared with localization and positioning, sensing has a broader scope, from chan-
nel parameter estimation and carrier sensing to presence detection [20]. For the investi-
gations of target sensing, the authors in [15] discuss the geometric information brought
by the different components in the sensing channel decomposition, such as channel gain,
AOA angle, TSOA delay, and so on. The authors in [21] state the impossibility of equip-
ping each target with communication devices in some circumstances, such as intrusion
detection and wildlife monitoring, and propose an inexpensive and efficient target sensing
approach called RSS distribution-based localization (RDL), compared with other target
sensing techniques, such as GPS and channel state information (CSI) [22]. Although the
aforementioned achievements include the geometric information of the sensing links and
the implementation methods of target sensing, there is little research with respect to analy-
sis of the fundamental limits in target sensing networks. So far, the majority of research on
fundamental limits has focused on wireless localization networks, and there is still little
research on the fundamental limits of ISAL networks.

In terms of research on network resource optimization, the authors in [23] propose
power optimization schemes between nodes for wireless localization networks and target
sensing networks, respectively. The authors in [24] show that, in wireless localization
networks, the problem of anchor power optimization can be transformed into a semi-
definite program (SDP), and specific SDP solutions are provided. The authors in [25]
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find the regularity of node power optimization in single-slot synchronous ISAL networks,
indicating that, in order to minimize target sensing error in the power-limited networks
when the anchor power allocation in the network remains unchanged, more power will be
allocated to the radars closer to the target. Additionally, in [25], the optimization of power
in ISAL networks is achieved by simultaneously optimizing all the variables. However,
when the number of variables is large, the optimization problem is often too complicated
to solve. Therefore, we need to explore a new optimization solution, and there has been no
relevant research on this issue so far.

1.3. Main Contributions
The main contributions of this paper are as follows.

*  We propose some new ISAL system models, namely, the dual-slot synchronous ISAL
network with spatiotemporal cooperation, the single-slot asynchronous ISAL net-
work with spatial cooperation, and the dual-slot asynchronous ISAL network with
spatiotemporal cooperation.

*  We provide the derivation of corresponding FIM expressions for single-slot and dual-
slot asynchronous ISAL networks, pointing out that the proposed RLM-OWR method
can introduce temporal cooperation between the estimation of clock offsets in two
time slots in the dual-slot asynchronous ISAL networks.

*  We propose a step-by-step resource allocation scheme, which transforms the multi-
parameter optimization problem into multiple sequential optimization problems with
a single parameter, avoiding the difficulty caused by simultaneously dealing with too
many parameters when solving optimization problems. We also propose an improve-
ment method from the perspective of energy allocation to solve the problem of the
high time complexity of the step-by-step scheme. By comparing the optimization re-
sults of the step-by-step scheme and the traditional integrated scheme, we summarize
the suitable scenarios of each scheme.

Notations: We use lowercase and uppercase bold symbols to denote vectors and
matrices, respectively. The lowercase bold subscript symbols (e.g., ain (A),) represent
the operation of taking the submatrix corresponding to the parameter vector (i.e., a in the
example) from the matrix (i.e., A in the example). The notation || - || is the Euclidean norm
of its argument; tr(-) is the trace of a square matrix; E(-) is the expectation operator of its
argument; | - | represents the cardinality of the set; A > B denotes that the matrix A — B is
positive semi-definite.

2. System Model

When it comes to the system model of localization and sensing, there are four types of
networks to be discussed, namely, wireless localization networks, target sensing networks,
single-slot static ISAL networks [25], and multi-slot dynamic ISAL networks. Considering
the complexity of the multi-slot networks, this part discusses the dual-slot (N = 2) dynamic
ISAL networks instead [26].

The general system description can be seen in Figures 1-4. Assume that there are N,
anchors, N; radars, and N; targets in each network, where the anchors’ positions are known
and determined. In the dual-slot dynamic ISAL networks, the radars’ and targets’ positions
remain unchanged in a single time slot but change in different time slots. Anchors and
radars called active nodes are both considered to be able to transmit and receive signals,
while targets called passive nodes can only reflect signals.
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Figure 1. Wireless localization system model with spatial cooperation, where the solid red and blue
lines, respectively, represent the anchor transmission link and the radar transmission link.
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Figure 2. Target sensing system model, where the solid red, blue, and black lines, respectively,
represent the anchor transmission link, the radar transmission link, and the reflection link.
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Figure 3. ISAL system model with spatial cooperation, where the solid red, blue, and black lines,
respectively, represent the anchor transmission link, the radar transmission link, and the reflection link.
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Figure 4. ISAL system model with spatiotemporal cooperation, where the solid red, blue, and
black lines, respectively, represent the anchor transmission link, the radar transmission link, and the
reflection link. The dashed black line and the dashed blue line are, respectively, the trajectories of the
moving target and radars. The superscript (n),n =1,2,..., N represents the nth time slot.

2.1. Wireless Localization Network

As shown in Figure 1, there are two kinds of nodes in the network: anchors and radars.
The anchors are nodes with known positions, while the positions of radars need to be
estimated. Anchors and radars can obtain TOA measurements by receiving line-of-sight
(LOS) signals. At the same time, considering that radars can receive and transmit signals,
we have introduced spatial cooperation between radars to assist in positioning radars in
those scenarios where the number of anchors is limited.

2.2. Target Sensing Network

The target sensing network model is shown in Figure 2. There are three kinds of
nodes in the network—anchors, radars, and targets—where the targets” positions need to
be estimated. Anchors and radars can obtain TSOA measurements by receiving non-line-
of-sight (NLOS) signals reflected by the targets.

2.3. Single-Slot Static ISAL Network

Figure 3 introduces the single-slot static ISAL network. In this network, localization
and sensing are simultaneously considered, corresponding to the existence of both the
localization transmission links and the sensing transmission links. Only the positions of
anchors are known, while the positions of the other two kinds of nodes both need to be
estimated. The signal propagation is as follows:

¢ LOS transmissions between anchors and radars: the anchors and radars send ranging
signals to each other to position the radars with active localization. (Localization)

e LOS transmissions between radars themselves: the radars also send ranging signals
to the other radars to help the active localization process with the spatial cooperative
information contained. (Spatial cooperation for localization)

¢ NLOS transmissions via the passive targets: the anchors and radars, called active
nodes, send sensing signals, which are reflected by the targets, and then received by
the other active nodes. (Sensing)

2.4. Dual-Slot Dynamic ISAL Network

Figure 4 shows the system model of the dual-slot dynamic ISAL network. In this
network, radars and targets are both considered movable, while only the positions of
anchors remain the same in different time slots. The signal propagation in each time slot
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is the same as that of the single-slot static ISAL network. The major difference is that the
radar mobility brings the possibility of introducing temporal cooperation between different
time slots based on velocity information obtained from the intra-node measurements, such
as Doppler measurements [14]. The temporal cooperation between different time slots can
deliver the spatial localization information in the time dimension.

The set of anchors, radars, and targets is respectively represented as NV, = {1,2,...,N,},
N ={1,2,...,N;}, and My = {1,2,...,N;}. Here, we only take into consideration that
N; = 1. The node position is expressed as py = [xx, yx]', k € Na UN; UN;. The distance
between different nodes i and j is

dij = Ipi — pjll = \/ (xi — )2 + (i — y))2, M
and the angle between different nodes i and j is

. Yi—VYi
¢ij = arctan(ﬂ). ()
There are two kinds of networks to be discussed, namely, the synchronous and the
asynchronous ones. In this article, we mainly discuss the asynchronous networks in which
there are only clock offsets between the anchors and different radars, but no clock offsets
between anchors. We first consider the two kinds of networks in which one-way ranging
(OWR) [27] is used for range estimation. Then, we provide a new ranging strategy called
reverse-link-modified one-way ranging (RLM-OWR) to introduce temporal cooperation
between the two time slots in the estimation of clock offsets.
In synchronous network, without considering multi-path propagation, the localization
signal received by the jth active node from the ith active node can be expressed as

T’i,]'(t) = vci,jsi,j(t — Afi,]') + ei,]'(t), 3)

where «; ; and At; ; are, respectively, the channel gain and the delay of the LOS path from
the ith to the jth active node, and s; ;(t) and ¢; j(t), respectively, represent the transmitted
localization signal and the measurement error on the link.

In a synchronous network, the sensing signal transmitted by the ith active node,
received by the jth active node, and reflected by the target tar can be expressed as

ri,tar,j(t) = D‘i,tur,jsi,tar,j(t - Ati,tur,j) + ei,tar,j(t)/ (4)

where a; 1, ; and At; 1, ; are, respectively, the channel gain and the delay of the NLOS
path from the ith active node via the target tar to the jth active node, and si,m,/]«(t) and
€itar,j (t), respectively, represent the transmitted sensing signal and the measurement error
on the link.

In an asynchronous network, without considering multi-path propagation, the local-
ization signal received by the jth active node from the ith active node can be expressed as

uilj(t) = D‘i,jsi,j(t —Tij— Ati/]') + ei,]‘(t), (5)

where Qi Tijs and Ati,j are, respectively, the channel gain, the clock offset between active
node i and j, and the delay of the LOS path from the ith active node to the jth active node,
while s; ;(t) and e; ;(t), respectively, represent the transmitted localization signal and the
measurement error on the link.

In an asynchronous network, the sensing signal transmitted by the ith active node,
received by the jth active node, and reflected by the target tar can be expressed as

ui,tar,j(t) = ‘xi,tur,jsi,tar,j(t —Tj— Ati,tar,j) + ei,tur,j(t)r (6)
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where a; tq,,j, T j, and At; 1,,,; are, respectively, the channel gain, the clock offset between
active node i and j, and the delay of the NLOS path from the ith active node via the
target tar to the jth active node, while s; ;,(t) and e; (), respectively, represent the
transmitted sensing signal and the measurement error on the link.

RLM-OWR is a ranging method that uses OWR for ranging and calibrates the signal

propagation delay with the signals on the reverse link. This method can accurately obtain
the relative clock drift rates between different clocks in the asynchronous ISAL networks.
The schematic diagram is shown in Figures 5 and 6:

Cio

T(t)

cit)

ct)

Slot 1 Slot 2

Figure 5. RLM-OWR schematic diagram, where the red line represents the signal propagation

between two active nodes.

Head
Need Feedback ci(t) =cia Signal parameters
(@)
Head
Feedl?ackl cift) = cia Signal parameters
Authentication c2(t) = c2a”

(b)

Figure 6. RLM-OWR signal packet. (a) Forward link packet. (b) Reverse link packet.

@

@)

®)

@)

The specific realization of RLM-OWR is as follows:

Taking the circumstance in slot 1 in Figure 5 as an example, set the clock of node 1
c1(t) as the reference clock, record c1, when ¢ (t) = c1,, and broadcast signals with
a “Need Feedback” time stamp, which is shown as Figure 6a, to the environment by
node 1.

When the clock of node 2 ¢3(t) = 24, node 2 receives the LOS signal with a “Need
Feedback” time stamp transmitted from node 1. After the reply time to c»(t) = c},,
node 2 calculates and records the average of ¢y, and ¢}, as ¢4, and transmits the
received signal data packet back to node 1 after unloading its head “Need Feed-
back” and adding another head “Feedback Authentication”. The signal data packet
transmitting to node 1 is shown in Figure 6b.

When the clock of node 1 ¢ (t) = ¢},, node 1 receives the LOS signal with a “Feedback
Authentication” time stamp transmitted from node 2, and node 1 records its time
cj,- As the time taken to process the signal data packet in (2) is generally on the

microsecond scale, it can be approximately assumed that the positions of the moving

. . . . C1at¢]
nodes remain unchanged during this period. Therefore, we take cf, = 2512, and

s /! _ Al
there is c»(cf,) = /c/2a. L
We can obtain 7(cf,) = 12 = ¢, — c5,.
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!
(5)  Similarly, in slot 2, record cyp, ¢}, and ¢, . We take cfj, = %, and we can obtain
T(cy) = T = ¢y, — Chp-
(6) According to 7, and T,, we can obtain the slope of the line 7(¢) — t in Figure 5, which

AT(t) _ -

is known as the relative clock drift rate kr = =;

Clllb —C1a ’
3. Fundamental Limits

In this section, we derive the fundamental limits for synchronous and asynchronous
ISAL networks, respectively. According to Equations (3)—(6), both localization and sensing
can be considered parameter estimation problems. The parameters to be estimated in the
nth time slot of the synchronous ISAL network can be written as

0 = [pi"", p{"" T, @)
where pﬁ") and p,sn) are the position vectors of radars and targets in the nth time slot, respectively.
The parameters to be estimated in the nth time slot of the asynchronous ISAL network

can be written as

0 = [pi"", 7T, p" T, ®)
where pE"), pﬁ”), and (") are the position vectors of radars and targets and the time offsets
between the anchors and different radars in the nth time slot, respectively.

According to [16], CRLB is often used as the lower bound of the variance of an
unbiased estimator. In the ISAL networks, we introduce the squared position error bound
(SPEB) instead of CRLB as the lower bound of the mean square error (MSE), which is
defined as

P(61) £ tr(J. 1(01)) < E(||61 — 61]%), 9)

where 8; and 61, respectively, represent one of the parameters in 8 and an estimate of the
parameter vector 81 based on an observation of the received signals, and J.(61) represents
the EFIM of the parameter 67 [17].

3.1. FIM of Synchronous Networks

For a single target (N; = 1) synchronous ISAL network applying the OWR method,
another parameter vector that satisfies a mapping with the parameters 8 = [p}, p{|"

defined as

[ sen sen

ran T
Y= TN NNy TI2 7 TN NN, 7 (10)

where 7,77 = M ymn € {m,njm,n € Ny UN}, T = d'"” ,m,n € {m,nm €
N;,n EN UN,, m #n}u{m nlm € Ny, n € Ni}.

Assuming that the received signals r = [rieln, e, ri?rrbr N Ne N rfzn, . rf\a}:‘JrNa Nr]T
due to the independence of the received signals corresponding to different hnks according
to the definition of FIM, the conditional probability density function f(r|y) is

4

falyy =TI fously IT f(rmnly), (1)
m,neNUN, mmne{mmn|meN,neNyUNy,m#n yU{m,n|meNy,neN: }
the FIM for the parameter vector v is
olnf (x|y) . dnf(x[y) 7
I, =E 12
and after some derivation, I, can be written as
Atarg e 0
L=cx| 3 , (13)

0 “ ANGANG N,
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where Ay y,m,n € {m,nm € Ny,n € Ny UN,,m # n}U{m,nlm € Np,n € N;} and
Amtarn,m,n € {m,njm,n € Ny UN,}, respectively, represent the range information inten-
sity (RII) of the localization and sensing links, which can be expressed as

82B2  PyGpGpc? Py,
A — — - 14
"= T E @R, NoBL M, (19
872 B? P, Gy Gy c? o P, o
/\m,tar,n = - = gm,tar,niir (15)
CZ (4n)2d%1,tard%ar,nN0BLfcz 4m d%n,turd%ar,n 4m

where m, tar, and n, respectively, represent the mth transmitting node, the target, and the
nth receiving node; B is the signal bandwidth; c is the speed of light; P, is the signal
transmission power; G, and G, respectively, represent the antenna gain of the transmitter
and receiver; Nj is the power spectral density of environmental thermal noise; L is the
communication system loss; f; is the carrier frequency of the signal; ¢ is the radar cross
section; and €y, and &y tar,n are, respectively, the common constant coefficient in the RII of
the localization link and the sensing link.

By means of a bijective transformation [17], the FIM for the parameter vector 6 can be
expressed as

I =J'L,), (16)

where J is the Jacobian matrix for the transmission from 6 to -y, which can be written as

dy _ 9y 9y
=—=[—,5— 17
J ae [apr 4 apt 4 ( )
where the specific expressions of g—gr and g—; are given in Appendix A.1.
Based on the results above, the FIM expression for the single-slot synchronous ISAL
networks can be derived, which can be expressed in the following form:

- J? o Spr

ER ]e ’
s
Z(Nr—l-Nt) ><2(Nr+Nt)

(18)

where ]S, ]g, and Sg 1 are the submatrices in Izyn, with respect to the radar localization in-
formation, the target sensing information, and the spatial cooperation information between
radar localization and target sensing.

For the FIM of multi-slot synchronous ISAL networks, since we can obtain the velocity
information of the moving active nodes, we can predict the positions of the moving active
nodes in the next time slot, corresponding to the time cooperation information of radar
positioning between time slots in the FIM. Considering the complexity of the multi-slot
ISAL networks, we give the expression of the FIM of the dual-slot synchronous ISAL
networks as follows [26]:

R(1 1 1 1
VT sky Th 0
syn(2) Sl(il")FT Jg(l) 0 0
I - / ) 19
’ 0 el sy )
0 0 ser 1
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where superscript (1), n = 1,2 represents the nth time slot, and submatrix Ty, contains
the temporal cooperation information on radar positioning [14], which is expressed as

% 0 0
0 # )
Troc = . . . . ’ (20)
0 0 =g
Ul 2Ny X2Ny

where 72 is the variance of node velocity.

3.2. FIM of Asynchronous Networks

For a single target (N; = 1) asynchronous ISAL network applying the OWR method,
another parameter vector that satisfies a mapping with the parameters 8 = [p}, =T, p{] is
defined as

__ [,,5€n sen ran ran T
C=[v1T"  ON N N4 Na V127 7 VNN N, (21)

sen dm,tar + dtar,n dm,n

where 05 = — + Tn,m,n € {m,njm,n € Nt UNL}uph =
{m,nlm € Ny,n € Ny UNy,m #n}U{m,nlm e Ny,n € N;}.

Similar to the synchronous ISAL networks, we can obtain the FIM of 7 expressed as
(13), and the FIM of 0 can also be obtained from (16).

The Jacobian matrix for the transformation from 6 to { in the asynchronous ISAL
network can be expressed as

+ T, m,n €

9f _ 190 95 g
J 00 [apr'ar'apt]' @2)
96 9
op:’ 0T’
Based on the results above, the FIM expression of the single-slot asynchronous ISAL
networks can be derived, which can be expressed in the following form:

where the specific expressions of and aaTi are given in Appendix A.2.

J®  Spr Skt
e = | Sk JT St

0 , (23)
SE,T S %,T J g

[2(Ne+Ng) + [N [] % [2(Ne+Ne) + | N5 ]

where J{, Sg 1, and St ; are the submatrices in Igsyn with respect to the clock offset infor-
mation, the cooperation information between radar localization and clock offset, and the
cooperation information between target sensing and clock offset.

According to the principle of RLM-OWR, for the FIM of multi-slot asynchronous ISAL
networks, in addition to introducing radar positioning temporal cooperation information
between time slots through Doppler measurement, we can also obtain the relative clock drift
rate through RLM-OWR, thereby further introducing temporal cooperation information for
estimating clock offsets between time slots. Considering the complexity of the multi-slot
ISAL networks, here we give the expression of the FIM of the dual-slot asynchronous ISAL
networks after applying RLM-OWR, which is shown as (24)

(VT s s T 0 0 ]
st EWaeTd s 0 T 0
o) _ | Ser SOLE B 0 0 N
Y T 0 0 T st s |
0 T 0 SIOLE MR (15
0 0 0 Sy SICLEES
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where submatrix T; contains the temporal cooperation information on the clock offset,
which is expressed as

Piz 0 0
0o X 0
o
TT - . . . . 7 (25)
0o 0 --- X
o
L L NG x NG

where p? is the variance of relative clock drift rate.

4. Energy and Power Optimization Allocation

In practical ISAL networks, network resources such as energy and bandwidth are
often constrained. Therefore, in order to improve the accuracy of localization and sensing
as much as possible, it is necessary to optimize the allocation of network resources. In
this section, we mainly discuss the optimal allocation of power in the single-slot ISAL
networks, as well as the optimal allocation of energy between time slots in the multi-slot
ISAL networks. We propose two resource optimization schemes—a step-by-step scheme
and an integrated scheme—and summarize the suitable scenarios for each of them.

Firstly, we introduce the meanings of the step-by-step and the integrated scheme,
respectively. For an ISAL network, assuming that the parameters are § = [0, - - -, 01 ], in
the integrated optimization scheme, we simultaneously optimize and allocate resources to
all of the N variables in ; in the step-by-step optimization scheme, we only optimize and
allocate resources to one single variable in 8 and apply the resource optimization allocation
result of the previous variable as prior knowledge to the optimization of the next vari-
able. This converts the multi-variable optimization problem into multiple single-variable
optimization problems and solves them step-by-step, which can avoid the optimization
difficulties caused by dealing with multiple variables; however, it also comes at a cost of
high time complexity.

Based on the statement above, we need to minimize the time complexity of the step-
by-step scheme when dealing with multi-variable optimization problems such as those in
ISAL networks. In addition to designing optimization algorithms with low time complexity,
this article explores the resource allocation of ISAL networks with different topologies
and finds the regularity of energy allocation for step-by-step optimization schemes in
the networks. This provides some theoretical reference value for practical step-by-step
optimization schemes in ISAL networks. In addition, this article also analyzes the energy
allocation between time slots in the dual-slot ISAL networks.

4.1. Integrated Optimization Scheme
4.1.1. Optimization for Synchronous Networks
]T

For the single-slot synchronous ISAL network, the FIM of 8 = [p], p{]T is as in (18),

and the power optimization allocation strategy is as in [25]:

By: min tr(JIY) (26)

s.t. Y. P < Ea/1 (27)
JENAUN;

0 S Pj S Pr,maX/vj S Afr (28)

0 S Pj S Pa,max/ v] € Na/ (29)

where E,, is the total energy of the ISAL network, and Py max and P max are the upper
limit of power allocated to each anchor and radar, respectively, within a single slot.
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According to [24], problem B; can be reformulated into a standard semi-definite
programming (SDP) problem as:

5P : min tr(H)p, (30)
st. H>0 (31)
H I ]
=0 (32)
g
Z Pj < Etota1/1 (33)
JENAUN;
0 S Pj S Pr,max/vj € -/\[r (34)
0 S Pj S Pa,max/vj € Na/ (35)

where H is called the auxiliary matrix of the FIM, and I represents the identity matrix
whose dimension is the same as the FIM.

For the dual-slot synchronous ISAL network, the FIM expression is as in (19). We
search for the optimal energy allocation between two time slots through traversal, where the
energy allocated to slot 1 and slot 2 is, respectively, Egon and Egp, satisfying
Eiotal = Eslot1 + Eslor2- The power optimization allocation strategy within slot 1 is the same
as that in the single-slot synchronous ISAL networks. The power optimization allocation
within slot 2 applies the result in slot 1 as prior knowledge, which is shown as

25PP . min tr(H)pEZ) (36)
st. H=0 (37)

H I
[ I Isgyn(Z) =0 (38)
Y. P <Egon/l (39)

JENAUN;

0 < P; < Prmax, Vj € Nr (40)
0 < P; < Pamax,Vj € Na. (41)

4.1.2. Optimization for Asynchronous Networks

For the single-slot asynchronous ISAL network, the FIM of 8 = [p[, T, p[]T is as
in (23), and the power optimization allocation strategy is as follows:
5P . min tr(H)p, (42)
st. H>0 (43)
H I }
=0 (44)
asyn | —

[ I Iy
Z Pj < Etotal/1 (45)

JENZUN;
0 S Pj S Pr,maX/vj S M (46)
0 S P]’ S Pa,maX1Vj S Na' (47)

For the dual-slot asynchronous ISAL network, the FIM is expressed as in (24). Similar
to the synchronous network, we search for the optimal energy allocation between two time
slots through traversal. The power optimization allocation strategy within slot 1 is the
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same as that of the single-slot asynchronous network. The power optimization allocation
within slot 2 applies the result in slot 1 as prior knowledge, which is shown as follows:

2P . min tr(H)pgz) (48)
st. H>=0 (49)

H I
[ I Igsyn(Z) =0 (50)
Y. P <Egon/l (51)

JENAUN;

0 < P; < Prmax, Vj € Nr (52)
0 < P; < Pamax, Vj € Na. (53)

4.2. Step-by-Step Optimization Scheme

In the step-by-step optimization scheme, each optimization step only focuses on a
single parameter vector, and the optimization results of the previous step can serve as prior
knowledge for subsequent steps. Here, we only give the power optimization allocation
strategy for the single-slot synchronous and asynchronous ISAL networks. According to
the optimization allocation method in the single-slot networks, the power optimization
allocation in the dual-slot networks is easy to obtain.

4.2.1. Optimization for Synchronous Networks

For the single-slot synchronous ISAL network, there are two steps in the step-by-step
scheme, and the power optimization allocation strategy is as follows:
Step 1: Radar Localization

AP . min tr(Hy)p, (54)
st. H >0 (55)
H I
—
[ i } -0 (56)
Z Pj < Estep1/1 (57)
JENAUN;
0 S Pj S Pr,max/vj S M (58)
0< Pj < Pa,maxlvj € Na/' (59)
Step 2: Target Sensing
APT: min  tr(Het)p, (60)
st. Hyy =0 (61)
H; 1 }
% =0 (62)
syn
g
Z Pj < EstepZ/1 (63)
JENJUN;
0 S Pj S Pr,max/vj S -/V’r (64)
0 < Pj < Pamax, Vj € Na, (65)

where H; and H; are the auxiliary matrices, the total energy Eiotal = Estep1 + Estep2, and
there is prior knowledge of JR obtained from step 1 in Iséyn in (62).
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4.2.2. Optimization for Asynchronous Networks

For the single-slot asynchronous ISAL network, there are three steps in the step-by-step
scheme, and the power optimization allocation strategy is as follows:
Step 1: Radar Localization

25PP . min tr(Hy)p, (66)
st. H =0 (67)
IR 9
Y Py < Egepr/1 (69)

JENAUN;
0 < P; < Prmax, Vj € Ny (70)
0 < P; < Pamax, Vj € Na; (71)

Step 2: Clock Offset Estimation

AP . min  tr(Hy.)r (72)
st. Hyr >0 (73)
H. . 1 ]
; =0 74
[ I ]sub o ( )
Z Pj < EstepZ/1 (75)
JENAUN;
0 S Pj S Pr,max/vj S Afr (76)
0< Pj < Pa,max/vj S Na; (77)
Step 3: Target Sensing
ngDP : min  tr(Hpt)p, (78)
s.t. Hr,T,t i 0 (79)
H I
[ | 20 80
0
Z Pj < Estep3/1 (81)
JENAUN;
0 S Pj S Pr,maX/vj € M (82)
0 < P; < Pamax, Vj € Na, (83)

where Hy, Hy ¢, and Hy 7+ are the auxiliary matrices; the total energy Eyotal = Estep1 + Estep2 +
Esteps; Jsub = (Tg” ) 1:2Ne+ |N; | 1285+ | ; and there is prior knowledge of J§ obtained from
step 1in Jgp in (74), as well as a prior knowledge J, obtained from step 2 in Izsyn in (80).

5. Numerical Results and Discussion

From the previous section, it can be seen that the reason the step-by-step scheme
has high time complexity is that it searches for the optimal energy allocation scheme
through traversal. To compensate for the high time complexity of the step-by-step scheme,
this section starts by exploring the optimal energy allocation for each step in a single
time slot and for each time slot between multiple time slots. The regular conclusion of
energy optimization allocation for the step-by-step scheme is given. By comparing the
sensing accuracy of the step-by-step and the integrated scheme in networks with different
topologies, a suitable network topology for each of the two schemes is given.
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5.1. Network Settings
5.1.1. Single-Slot Network Settings

For the single-slot ISAL networks, we present four networks with different topologies
in the area of 200 m x 200 m, as shown in Figure 7. The solid red circles represent the
anchors, the solid green triangles represent the radars, and the solid black pentagram
represents the target. These four networks all contain two anchors, two radars, and
one target.

5.1.2. Dual-Slot Network Settings

For the dual-slot ISAL networks, we present four networks with different topologies
in the area of 200 m x 200 m, as shown in Figure 8. The solid red circles represent anchors
whose positions remain unchanged within two time slots; the solid green triangles and the
solid black pentagram, respectively, represent radars and target in slot 1; and the hollow green
triangles and the hollow black pentagram, respectively, represent radars and target in slot 2.
Within each time slot, all four networks contain two anchors, two radars, and one target.

Single-slot Network 1 Single-slot Network 2
200 200
®  Anchors ®  Anchors
180 - Radars 180 - Radars
*  Target *  Target
160 160
140 | 140
120 120
E o0t E 100t
> >
80 - 80 -
60 - 60 -
40 40 -
20 @ 20 @
0 . . . . . . . . . . 0 . . . . . . . . . .
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
x(m) x(m)
(a) (b)
Single-slot Network 3 Single-slot Network 4
200 200
®  Anchors ®  Anchors
180 | Radars 180 | Radars
*  Target *  Target
160 160
140 | 140
120 120
E o0t E 100t
= =
80 X90 X100 80 - X80 X100
Y 60 Y 60 Y 60 Y 60
60 * © 60 % ©
o
40 X 100 40+ o
Y 50 X 100
20r @ 20 @ Y 40
0 . . . . . . . . . . 0 . . . . . . . . . .
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
x(m) x(m)
() (d)

Figure 7. Four single-slot networks.(a,b) Sensing-resource-abundant networks. (c,d) Sensing-resource-
limited networks.

5.1.3. Simulation Parameters

The relevant parameters in the simulation can be seen in Table 1.
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Table 1. Simulation parameters.

Parameter Symbol Value
Carrier frequency fe 77 GHz
Total energy Eotal 107
Total bandwidth Biotal 500 MHz
Antenna gain G 10dB
Noise power spectral density Ny —174 dBm/Hz
Upper limit of anchor power Pa max 1
Upper limit of radar power Pr max 1
Radar cross section o 10 m?
System loss L 3dB
Variance of node velocity 17> 0.01 m?/s?
Variance of relative clock drift 5 10
0 1x10
rate
Dual-slot Network 1 Dual-slot Network 2
200 200
®  Anchors ®  Anchors
180 Radars in the 1st slot 180 Radars in the 1st slot
Radars in the 2nd slot Radars in the 2nd slot
160 *  Targetin the 1st slot 160 *  Target in the 1st slot
#  Target in the 2nd slot X97 ] X100 % Target in the 2nd slot
140 1 X 20 140 52 v 60 Y 60
28 v o3 8 X97 | X100 3
1201 2 ' Y60 Y 60 120 3
22[ b
Eo0p fgxzo@ Tx2s J £ 100
80 's‘:v.go._o % YZ 80
60 : 60
40} 40 g
20 20 [}
0 ‘ 0 R
0 200 0 20 40 60 80 100 120 140 160 180 200
X(m)
(b)
Dual-slot Network 3 Dual-slot Network 4
200 200
®  Anchors ®  Anchors
180 Radars in the 1st slot 180 Radars in the 1st slot
Radars in the 2nd slot Radars in the 2nd slot
160 - *  Targetin the 1st slot 160 *  Target n the 1st slot
¥ Target in the 2nd slot ¥ Target in the 2nd slot
1401 2 X20 140
2 Y23
120 22| o 120
= 20 0] . B
‘E;'OO’ 16 X 20 X 23 §1oo
80 AT(VZDkD = Y20 80
60 *x @ 60 *x @
401 40 g
20+ 20 [}
0 : 0 .
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
x(m) x(m)
(c) (d)

Figure 8. Four dual-slot networks. (a) Sensing-resource-abundant networks in both slots. (b) Sensing-
resource-abundant network in the first slot and sensing-resource-limited network in the second slot.
(c) Sensing-resource-limited network in the first slot and sensing-resource-abundant network in the
second slot. (d) Sensing-resource-limited networks in both slots.

5.2. Synchronous Networks
5.2.1. Single-Slot Networks

For the single-slot synchronous ISAL networks, as shown in Figure 9, we provide a
comparison of the sensing SPEB results between the step-by-step and the integrated scheme
in the four networks in Figure 7.

Due to the fact that all active nodes in this study can both transmit and receive signals,
the target sensing can be achieved by only two active nodes through twice TOA and once
TSOA. In Figure 7, we set up a variably-sized partial network with one target and two
active nodes. The networks with relatively close distances among three nodes are called
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sensing-resource-abundant networks. On the other hand, the networks with relatively far
distances among three nodes are called sensing-resource-limited networks.

According to Figure 9, we have the following observations. Firstly, when the distribu-
tion of nodes is relatively uniform in the ISAL network, in other words, when the length
of the localization and sensing links in the network is basically the same level (such as
1 x 10! ~ 1 x 10? m), the step-by-step optimization scheme will allocate the majority of
the total energy to the second step for target sensing, as shown in the Figure 9d. This
indicates that, in the networks with evenly distributed nodes, the difficulty of sensing
passive targets is much higher than the difficulty of locating active nodes. Secondly, in the
single-slot synchronous ISAL networks, when optimizing the sensing SPEB, the step-by-
step optimization scheme is more suitable for the sensing-resource-abundant networks, as
shown in Figure 9a,b. The integrated optimization scheme is more suitable for the sensing-
resource-limited networks, as shown in Figure 9¢,d. In addition, from the SPEB results of
the step-by-step scheme of the single-slot synchronous ISAL networks, we can observe the
trade-off relationship between sensing and localization, as shown in Figure 9b,c.

12
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Figure 9. SPEB Compa(ﬁi)son between the step-by-step scheme and tIEg )integrated scheme in four single-
slot synchronous networks. (a) SPEB comparison in a single-slot synchronous network (Figure 7a).
(b) SPEB comparison in a single-slot synchronous network (Figure 7b). (c¢) SPEB comparison in
a single-slot synchronous network (Figure 7c). (d) SPEB comparison in a single-slot synchronous
network (Figure 7d).

From the conclusions above, we provide the following interpretations. Firstly, it is
not difficult to find that, when the length of the localization and sensing links is basically
the same level, the RII of the sensing link is much smaller than that of the localization
link. Therefore, when the network nodes are evenly distributed, the difficulty of sensing
passive targets is relatively higher. Secondly, in the sensing-resource-abundant networks,
target sensing requires less energy than radar positioning. Due to the flexibility of energy
allocation between two steps, the step-by-step scheme can reduce the energy allocated
for step 2 (target sensing) to allow more energy to be used for radar positioning, which
is beneficial for improving radar positioning accuracy. We take the comparison between
Figure 9b,c as an example. It is not difficult to find that, based on the inflection points
of the SPEB curves in Figure 9b,c, in the sensing-resource-abundant network, 44% of
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the total energy is further allocated to step 1 for radar positioning, leading to a smaller
sensing SPEB in the step-by-step scheme than in the integrated scheme. Additionally, the
optimization results of step 1 (radar positioning) in the step-by-step scheme can serve as
prior information for step 2. Therefore, the improvement of radar positioning accuracy has
a positive promoting effect on the improvement of target sensing accuracy. However, in the
integrated optimization scheme, due to simultaneous radar positioning and target sensing
and the optimization of the sensing SPEB, poor radar positioning accuracy will be obtained
by the integrated scheme, which is detrimental to the accuracy of target sensing. Therefore,
the step-by-step scheme is more suitable for sensing-resource-abundant networks.

For sensing-resource-limited networks, as radar positioning is easier than target sens-
ing, the optimized power allocation results for target sensing in the integrated optimization
scheme can meet the needs of radar positioning in the networks. In this situation, the
accuracy of radar positioning obtained by the integrated scheme will have no adverse
impact on its sensing accuracy. However, in the step-by-step scheme, in order to ensure
that the accuracy of radar positioning does not have an adverse impact on sensing accuracy,
a portion of energy needs to be allocated to step 1 for radar positioning, resulting in a
reduction in the energy allocated to step 2 for target sensing. Due to the fact that target
sensing is harder than radar positioning in sensing-resource-limited networks, the reduc-
tion in the energy allocated to step 2 is not conducive to the accuracy of target sensing.
Therefore, the integrated scheme is more suitable for sensing-resource-limited networks.
Finally, due to the spatial cooperation between radar positioning and target sensing, the
accuracy of radar positioning can affect the accuracy of target sensing, resulting in the
trade-off mentioned above.

5.2.2. Dual-Slot Networks

For the dual-slot synchronous ISAL networks, as shown in Figure 10, we give the
sensing SPEB of the step-by-step and the integrated schemes in the four networks with
different topologies in Figure 8.
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Figure 10. SPEB comparison between the step-by-stepscheme and the integrated scheme in four
dual-slot synchronous networks. (a) SPEB comparison in a dual-slot synchronous network (Figure 8a).
(b) SPEB comparison in a dual-slot synchronous network (Figure 8b). (c) SPEB comparison in a
dual-slot synchronous network (Figure 8c). (d) SPEB comparison in a dual-slot synchronous network
(Figure 8d).
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According to Figure 10, we can draw the following conclusions. When the topologies
of the partial networks used for target sensing in the two slots are similar, such as the
topologies shown in Figure 8a,d, the energy allocation between the two time slots tends to
be equal, as shown in Figure 10a,d. When there is a significant difference in the topologies
of the partial networks used for target sensing in the two time slots, as shown in Figure 8b,c,
more energy is allocated to the time slot corresponding to the sensing-resource-limited
network, as shown in Figure 10b,c.

5.3. Asynchronous Networks
5.3.1. Single-Slot Networks

For the single-slot asynchronous ISAL networks, due to the clock offset vector T in
the parameter vectors to be estimated, when analyzing the energy optimization allocation
between each step of the step-by-step scheme, we adopt the method of fixing the energy
allocated to one parameter vector and analyzing the energy allocation relationship between
the other two parameter vectors. For the asynchronous single-slot ISAL networks, as
shown in Figure 11, we provide a comparison of the sensing SPEB results of the step-by-
step scheme and the integrated scheme in the four networks with different topologies
in Figure 7.

According to Figure 11, we have the following observations. Firstly, as shown in
Figure 11a—d,m-p, when the energy allocated to step 2 is fixed, there is still a trade-
off between localization and sensing. Moreover, when the network nodes are evenly
distributed, the difficulty of target sensing is still much higher than that of radar positioning.
From Figure 11e-h,q-t, it can be seen that, when the energy allocated to step 3 is fixed, the
more energy allocated to step 1, the better the sensing accuracy. This means that, in the
four single-slot asynchronous networks with different topologies, the difficulty of radar
positioning is higher than that of estimating clock offset. Similarly, from Figure 11i-1,u—x,
it can be seen that, when the energy allocated to step 1 is fixed, the more energy that is
allocated to step 3, the better the sensing accuracy. This means that, in the four single-slot
asynchronous networks with different topologies, the difficulty of target sensing is higher
than that of estimating clock offset as well. In addition, similar to single-slot synchronous
networks, in single-slot asynchronous networks, when the optimization objective function
is the sensing SPEB, the step-by-step optimization scheme is more suitable for the sensing-
resource-abundant network, as shown in Figure 11a-1. The integrated optimization scheme
is more suitable for the sensing-resource-limited network, as shown in Figure 11m—x.

Based on the conclusion that the difficulty of estimating clock offset in the single-slot
asynchronous networks is lower than that of radar positioning and target sensing, we
give the following interpretation. As the example given in Appendix A, compared to
(A1) and (A2), the elements of (A3) do not contain the coefficient % Therefore, step 2 in
which the clock offset is estimated in the step-by-step scheme requires less energy than the
other two steps.

Above all, for the practical asynchronous ISAL networks with relatively uniform node
distribution, in order to reduce the time complexity of the step-by-step scheme if adopted,
we can set the energy allocated to each of the three steps in the step-by-step scheme as
energy for clock offset < energy for radar localization < energy for target sensing, thereby
reducing the time of traversal.
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(u)

W) (w) )

Figure 11. SPEB comparison between the step-by-step scheme and integrated scheme in four single-slot
asynchronous networks. The images in the second and fourth columns are the plans of the stereograms
in the first and third columns, respectively. (a,b,e f,ij) are, respectively, SPEB comparisons with step
2 energy, step 3 energy, and step 1 energy fixed in a single-slot asynchronous network (Figure 7a).
(c,d,ghk]) are, respectively, SPEB comparisons with step 2 energy, step 3 energy, and step 1 energy fixed
in a single-slot asynchronous network (Figure 7b). (m,n,q,1,u,v) are, respectively, SPEB comparisons with
step 2 energy, step 3 energy, and step 1 energy fixed in a single-slot asynchronous network (Figure 7c).
(o,p,s,t,w)x) are, respectively, SPEB comparisons with step 2 energy, step 3 energy, and step 1 energy
fixed in a single-slot asynchronous network (Figure 7d).
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5.3.2. Dual-Slot Networks

For dual-slot asynchronous ISAL networks, as shown in Figure 12, we give the sensing
SPEB of the step-by-step scheme and the integrated scheme in the four networks with
different topologies in Figure 8.

It can be found from Figure 12 that the energy optimization allocation strategy between the
two slots in the asynchronous networks is consistent with that in the synchronous networks.
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Figure 12. SPEB comparison between the step-by-step scheme and the integrated scheme in four dual-
slot asynchronous networks. (a) SPEB comparison in a dual-slot asynchronous network (Figure 8a).
(b) SPEB comparison in a dual-slot asynchronous network (Figure 8b). (c) SPEB comparison in
a dual-slot asynchronous network (Figure 8c). (d) SPEB comparison in a dual-slot asynchronous
network (Figure 8d).

6. Necessity of Using UWB Signals

In this section, we take the single-slot synchronous network shown in Figure 7c as an
example and clarify the necessity of using UWB signals in the ISAL networks by comparing
the SPEB results achieved with different signal bandwidths. We set the signal bandwidths
to 500 MHz (UWB signal) and 5 MHz, respectively, and obtain the corresponding SPEBs, as
shown in Figure 13.

It can be found from Figure 13 that the SPEB obtained by the 5 MHz signal is much
larger than that obtained by the 500 MHz UWB signal. Therefore, to achieve high-precision
sensing performance, there is a need to use UWB signals in the ISAL networks.
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Figure 13. SPEB comparison between the step-by-step scheme and the integrated scheme using
signals with different bandwidths. (a) Using a 500 MHz UWB signal. (b) Using a 5 MHz signal.

7. Conclusions and Future Work

In this article, we proposed single-slot and dual-slot ISAL network models and provide
the derivation of fundamental limits in synchronous and asynchronous networks, respec-
tively. For the optimization allocation of energy and power in the resource-constrained
networks, this article proposed two optimization schemes—a step-by-step scheme and an
integrated scheme—and provided solutions from the perspective of energy optimization
allocation to solve the problem of the high time complexity of the step-by-step scheme.
In addition, we also summarized the suitable scenarios for the step-by-step scheme and
the integrated scheme by comparing the optimization results of networks with different
topologies. From the simulation results, we drew the following regular conclusions: (i) in
the sensing-resource-limited networks with uniformly distributed nodes, in order to reduce
the time complexity of the step-by-step scheme, we can allocate energy for each step as
energy for clock offset < energy for radar localization < energy for target sensing, thereby
reducing the time of traversal; (ii) in the multi-slot ISAL networks, when optimizing the
sum of sensing SPEBs in multiple time slots, more energy will be allocated to the sensing-
resource-limited time slots; and (iii) the step-by-step optimization scheme is more suitable
for the sensing-resource-abundant networks, while the integrated optimization scheme
is more suitable for the sensing-resource-limited networks. The regular conclusions sum-
marized in this article provide valuable theoretical references for resource allocation in
practical ISAL networks.

For future study, there are mainly two research directions to extend. Firstly, in this
article, our work only focuses on the theoretical simulation, aiming to demonstrate the
theoretical feasibility of the proposed schemes, but it has not yet been validated in realistic
environments through experiments. Secondly, the current state of the art of research in this
area tends to introduce antenna array for radar positioning and target sensing. Its ability to
simultaneously obtain TOA and AOA means it has higher positioning and sensing accuracy
compared to the traditional single transmitter and receiver antennas. In this article, we only
studied the fundamental limits and resource allocation schemes when each of the radars
and anchors has a single transmitter and receiver antenna, but we have not yet extended
our research to the antenna array. These two aspects are of great importance for further
improving the work in this article.
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Appendix A. Partial Derivative Matrices Derivation
Appendix A.1. Synchronous Networks

Taking a synchronous ISAL network containing two radars (numbered 1 and 2), two
anchors (numbered 3 and 4), and one target (denoted as tar) as an example, we give the

expressions of aaTZr and g—l;yt as (A1) and (A2).
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Appendix A.2. Asynchronous Networks
Taking an asynchronous ISAL network containing two radars (numbered 1 and 2), two
anchors (numbered 3 and 4), and one target (denoted as tar) as an example, T = [11 o, ’L'Lg]T,

%{, and aaTi are expressed as (Al) and (A2). We give the expression of % as (A3).
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