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Abstract: To improve the noise comfort of the whole machine, it is necessary to establish the sound
quality prediction model of the Hy-Vo chain transmission system. Compared with the silent chain
transmission system, the Hy-Vo chain transmission system normally operates at a lower speed
and cannot have too much load at the limit speed. It is difficult to obtain a sufficient quantity of
high-quality noise samples because there are few different working conditions. For small sample
sound quality prediction, we use a sample enhancement method called fuzzy generation based on
fuzzy mathematics. Firstly, audio samples of the Hy-Vo chain transmission system are collected
through noise tests. Secondly, the processed samples are evaluated objectively and subjectively. After
a correlation test of the subjective evaluation results, correct subjective evaluation scores of each
noise sample are obtained. With the help of fuzzy generation, we can obtain a sufficient number of
new samples. By mixing the original samples with the generated samples, a new dataset is created.
Through using a general regression neural network (GRNN), support vector regression (SVR) model,
and ridge regression (RR) method, the sound quality of the Hy-Vo chain transmission system can be
predicted. Different from prediction results under the original dataset, using the fuzzy generation
method can not only significantly reduce the prediction error of the model but also improve stability.

Keywords: sound quality; Hy-Vo chain; small sample; fuzzy generation

1. Introduction

Hy-Vo chain is an advanced product in the field of chain drive, and it is different
from an ordinary chain because of its variable pith characteristics. Thanks to this variable
pitch characteristic, it reduces the polygon effect in the transmission process and has a
more unique noise performance [1,2]. Nowadays, it has been proved that noise has great
damage to human mental and physical health, and people generally pay more attention to
the quality of machine noise [3]. As a widely used transmission system, the Hy-Vo chain
system is a decisive factor in the noise performance of the whole machine, so its sound
quality needs to be studied.

Previous studies on Hy-Vo chain noise only focus on sound pressure level (SPL),
and a single parameter cannot fully measure the human ear perception of noise. To
evaluate the sound quality of the Hy-Vo chain system, more acoustic parameters need to
be introduced [4]. In the field of sound quality research, many researchers use loudness,
sharpness, roughness, fluctuation, tonality, articulation index (AI), and other parameters as
objective evaluation. After the subjective evaluation score test, an appropriate regression
model and method are selected to fit the nonlinear relationship between the parameters
and human ear perception [5,6]. In the early stage, the method of multiple linear regression
was used to predict the sound quality, but there is often serious multicollinearity among
the parameters, resulting in poor accuracy of the model. Recently, more researchers have
adopted deep learning-related methods to make predictions, such as back propagation
neural networks, convolutional neural networks, and extreme gradient boosting [7–9].
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When the quantity and quality of samples are sufficient, the deep learning method can well
fit the nonlinear relationship between inputs and outputs. However, under the condition
of small sample learning, the prediction model often has a serious overfitting phenomenon,
and the fitting degree and accuracy of the model are very low.

To solve the problem of predicting sound quality in small samples, we use a method
called fuzzy generation based on fuzzy mathematics to increase the number of samples [10,11].
The fuzzy generation method comes from a fuzzy phenomenon in the subjective evaluation
of sound quality, that is, people’s auditory perception of the same audio will be different.
Therefore, the subjective evaluation result is uncertain, and we can measure it by defining
fuzzy mapping and constructing membership functions. A generation interval can be defined
by selecting the appropriate membership value, and we can obtain a sufficient number of new
samples by randomly perturbing the sample label values in this interval. After the generated
samples are mixed with the original dataset into a new large dataset, three methods of general
regression neural network (GRNN), support vector regression (SVR), and ridge regression (RR)
are used to train on the old and new datasets, respectively. The prediction results show that
using the fuzzy generation method can greatly reduce errors and improve the fitting degree
of the models. In addition, the GRNN model performs best. It not only greatly improves
the prediction accuracy, model fit, and stability under large membership values but also has
a better ability to resist data noise interference than the SVR model and RR model under
small membership values. Figure 1 shows the flow chart of the small sample sound quality
prediction method for the Hy-Vo chain system, and the part enclosed by the red line is the
fuzzy generation method.
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2. Acquisition and Processing of Noise Samples
2.1. Noise Test

To get close to the real working scene of the Hy-Vo chain system, a noise test is carried
out in the indoor reverberation environment. The Hy-Vo chain sample and equipment
required for the test are shown in Figure 2. For the chain sample, the pitch is 9.525 mm, the
number of links is 84, the chain form is 4 × 3, the drive sprocket tooth number is 35, and the
driven sprocket tooth number is 37. The measurement microphone (UMIK-1 from miniDSP
technology company, Hong Kong, China) is positioned at the same height as the center
of the drive sprocket to collect noise. We select two noise acquisition positions: one is at
0.5 m from the center of the drive sprocket and the other one is at 1 m from that. In the test,
loads are 500 N and 750 N, respectively, and the speed range is 500–6000 rpm. The noise
acquisition process is as follows: we first place the measuring microphone at the position
of 0.5 m, start the motor, and adjust the speed to 500 rpm. After the load is set to 500 N, the
noise audio is recorded using Adobe Audition software 2022 in a stable running state. The
sampling frequency is 48,000 Hz, and the sampling time is greater than 30 s. After the first
audio sample is obtained, the load is increased to 750 N and the second audio sample can
be taken. The measuring microphone is moved to the position of 1 m, keeping the height
and direction of the microphone unchanged, and we collect the third audio sample at the
load of 750 N. The load is reset to 500 N and the fourth audio sample is recorded. Each
time the speed increases by 500 rpm and the above collection process is repeated, we can
finally get 12 × 2 × 2 = 48 noise samples. For each noise sample, Adobe Audition software
2022 is used to randomly intercept consecutive 5 s clips for subsequent study.
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ment microphone).

Figure 3 compares the time-domain waveform between the Hy-Vo chain and the silent
chain. Under the same load condition, the noise energy of the Hy-Vo chain system at
1500 rpm is slightly higher than that of the silent chain system, but at 3000 rpm, the noise
of the Hy-Vo chain system is significantly stronger than that of the silent chain system. We
know that the noise performance of the Hy-Vo chain system is worse at high speed, so it is
different from the sound quality of the silent chain system. Therefore, it is necessary and
meaningful to study the sound quality of the Hy-Vo chain system.
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2.2. Subjective Evaluation

As presented in Table 1, we evaluate the sound quality according to the degree of
discomfort and adopt the equal interval direct one-dimensional evaluation method [12].
There are five levels of discomfort in Table 1, where 0 indicates extreme discomfort with
the highest level of noise annoyance and 10 indicates no discomfort. Each of the three
remaining discomfort levels contains three scores, each score representing the discomfort
degree at the same level.

Table 1. Subjective evaluation scoring table.

Uncomfortable
Level

Extremely
Uncomfortable

Very
Uncomfortable

Moderately
Uncomfortable

Little
Uncomfortable

Not
Uncomfortable

Scores 0 1–3 4–6 7–9 10

We selected twelve healthy testers (ten males and two females) with no ear problems,
all testers were between the ages of 20 and 30 and had driving experience. The subjective
evaluation test was conducted in an indoor environment with a maximum sound pressure
level of no more than 20 dB. The tester sits on the chair with earphones and the audio is
played by Groove software (version number: 11.2402.6.0). The process of the evaluation
test is as follows: The tester randomly played the first audio, which was repeated three
times and then stopped. After listening to the first noise sample, the tester had a hearing
perception of the sample. Based on Table 1, the tester could give the final score of the
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sample. The score was recorded in an Excel spreadsheet, and the tester randomly switched
to the next audio until all 48 noise samples were completely evaluated. The twelve testers
took turns participating in the evaluation test, and the subjective evaluation results are
illustrated in Figure 4.
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Figure 4. Boxplot of subjective evaluation scores for each rotational speed.

In Figure 4, the horizontal line in the middle of each box line represents the median
score, and the upper and lower boundaries of the box line represent the upper and lower
quartiles. Taking the median score as a benchmark, we can find that the score generally
presents a step-down trend with the increase in rotational speed. When the rotational speed
is in the range of 500–1500 rpm, the score is reduced with the increase of the rotational
speed. When the rotational speed is in the range of 2000–3000 rpm, compared with the
value at 1500 rpm, the score is steady and unchanging. When the rotational speed is at
the range of 3500–4500 rpm, compared with the value at 3000 rpm, the score drops and
remains stable at 3500 rpm and 4000 rpm and then drops again at 4500 rpm. The score
of 5000–6000 rpm has the same downward trend as the 3500–4500 rpm. According to
the above analysis, we can know the relationship between the noise performance of the
Hy-Vo chain system and the rotational speed. At low speeds, the noise performance is
negatively correlated with the rotational speed. At middle speed, the chain system is in
optimum working condition and the noise performance remains relatively stable. At high
speeds, the noise performance is not good and continues to deteriorate with the increase in
rotational speed.

For the same sample, twelve testers must have relatively consistent feelings. From
Figure 4, we use box line length to evaluate the score fluctuation at the same speed.
Obviously, the score fluctuates least at low speed, less at medium speed, and more at high
speed. To test whether the subjective evaluation score of each sample is reasonable, we
calculate the correlation coefficient R between the twelve groups of evaluation results. The
equation of R is as follows:

R =

n
∑

i=1
(xi − x)(yi − y)√

n
∑

i=1
(xi − x)2 n

∑
i=1

(yi − y)2
(1)

where xi and yi represent the corresponding elements of the two variables and x and y
represent the average value of the corresponding variables. The strength of correlation is
positively correlated with the absolute value of R.

Based on Equation (1), the values of R between the twelve testers are computed in
Figure 5. When the value of R is greater than 0.7, the two are strongly correlated and
vice versa. In Figure 5, P1 to P12 represents the number of testers, and the strength of the
correlation is also described by the depth of color. It is easy to see that only the correlation
values of P5–P6 and P5–P11 are less than 0.7, and the rest are strongly correlated. To make
a final screening decision, the average correlation coefficient (ACC) of each tester needs to
be calculated, as shown in Table 2.
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Table 2. ACC of the twelve testers.

No. P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12

ACC 0.861 0.864 0.885 0.865 0.737 0.846 0.783 0.879 0.833 0.835 0.863 0.897

As can be seen from Table 2, the ACC of P12 is 0.897 at the highest, and the lowest
ACC is 0.737 for P5. ACCs of the twelve testers are all more than 0.7, indicating that the
scores of all samples are reasonable. Then, we can compute the average score of each
sample as its final subjective evaluation, and the calculation results are shown in Table 3.

Table 3. Subjective evaluation.

Sample 1 2 3 4 5 6 . . . 43 44 45 46 47 48

Score 8.92 8.50 9.33 8.83 7.75 7.33 . . . 5.08 3.42 1.83 1.08 4.42 2.58

2.3. Objective Evaluation

Different from previous studies of the Hy-Vo chain system, we use seven acoustic
parameters to study the noise performance, and the parameters are as follows: SPL, A-
weighted sound pressure level (A-SPL), loudness, sharpness, roughness, fluctuation, and AI.
Because the Audio Toolbox in MATLAB is a handy tool for calculating acoustic parameters,
we can use it to calculate the seven objective parameters for 48 noise samples, as shown in
Figure 6. After the above subjective and objective evaluation, an original dataset for sound
quality prediction can be obtained, and the dataset is listed in Table 4.
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(f) fluctuation, (g) AI).

Table 4. Original dataset.

Sample SPL A-SPL Loudness Sharpness Roughness Fluctuation AI Score

1 74.96 69.05 25.08 1.380 0.112 0.102 72.72 8.92
2 75.18 69.62 27.83 1.555 0.120 0.095 75.64 8.50
3 73.95 67.69 22.39 1.323 0.103 0.093 62.45 9.33
4 74.07 68.66 25.35 1.500 0.112 0.091 67.49 8.83
5 76.30 72.40 31.99 1.564 0.118 0.078 76.32 7.75
6 76.56 72.80 33.57 1.650 0.136 0.085 78.34 7.33
7 75.10 71.11 28.77 1.491 0.131 0.085 76.72 8.25

. . . . . . . . . . . . . . . . . . . . . . . . . . .
42 91.43 90.58 94.56 2.258 0.109 0.070 56.78 1.33
43 86.71 85.96 72.54 2.070 0.112 0.069 72.02 5.08
44 89.10 88.30 83.65 2.127 0.105 0.069 67.88 3.42
45 90.77 89.88 92.03 2.153 0.076 0.080 67.44 1.83
46 92.53 91.29 100.15 2.233 0.084 0.071 59.74 1.08
47 89.68 88.49 81.37 1.989 0.067 0.066 83.70 4.42
48 90.10 89.17 86.25 2.124 0.078 0.074 71.44 2.58

3. Fuzzy Generation

Fuzzy mathematics is a mathematical tool for dealing with uncertain information,
which is developed on the basis of fuzzy set theory. Different from traditional probability
theory and statistics, fuzzy mathematics does not deal with the uncertainty of randomness
but with the uncertainty caused by various reasons (such as fuzziness, incompleteness,
imprecision, etc.). In view of the fuzzy phenomenon in the research, the introduction of
fuzzy mathematics theory can deal with the shortcomings of traditional mathematics in
dealing with fuzzy problems [13–16].

In the study of sound quality, we found a fuzzy problem in that researchers only chose
the mean of subjective evaluation scores as the final score. However, here is the fact that
all scores for the same sample should be reasonable after the correlation test. There are
subtle differences in how people perceive the same sample, and this uncertainty is reflected
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in the study of sound quality. Therefore, there is a certain fuzziness in the final results
of subjective evaluation. In our study, 12 scores are given for one noise sample, and the
minimum and maximum values constitute the maximum reasonable interval of subjective
evaluation scores. To improve the universality of subjective evaluation results, we use
a method of fuzzy generation to obtain a sufficient number of sample points within the
maximum reasonable interval. The functions of the fuzzy generation method are as follows:
it can not only be used to measure the ambiguity of each sample point in the interval but
also to determine the interval range and way of sample generation.

For the same sample, we set up a fuzzy interval of sample generation with the mean
score as the kernel and the extreme score as a boundary. The fuzzy intervals of all samples
are shown in Table 5, and then we define a mapping on this fuzzy interval as follows:

H : V → [0, 1]
v 7→ H(v)

(2)

where V is the value field [0, 10], H is the fuzzy interval of V, and H(v) is the membership function.

Table 5. All fuzzy intervals.

Sample Lower Kernel Upper Sample Lower Kernel Upper

1 8 8.92 10 25 3 4.75 6
2 8 8.50 9 26 3 3.83 5
3 8 9.33 10 27 5 6.58 8
4 8 8.83 9 28 4 5.75 7
5 7 7.75 9 29 3 4.75 7
6 6 7.33 8 30 2 3.17 5
7 7 8.25 9 31 5 6.33 8
8 5 7.25 9 32 4 5.25 7
9 4 6.42 8 33 2 3.50 7
10 4 5.83 8 34 1 2.17 4
11 5 7.00 9 35 3 6.00 8
12 4 6.25 8 36 1 3.75 5
13 4 6.08 8 37 1 2.92 5
14 3 5.83 8 38 0 1.67 4
15 5 7.08 9 39 2 5.33 7
16 4 6.67 8 40 2 4.33 7
17 4 5.83 8 41 1 2.50 5
18 3 4.75 7 42 0 1.33 4
19 4 6.58 8 43 2 5.08 7
20 4 6.17 8 44 1 3.42 5
21 3 4.83 7 45 1 1.83 4
22 2 4.17 6 46 0 1.08 3
23 5 6.83 8 47 1 4.42 7
24 5 6.08 7 48 0 2.58 5

Based on the kernel and boundary points of the fuzzy interval, we can construct the
membership function as follows:

H(vd)− 0
d − u

=
1 − 0
k − u

⇒ H(vd) =
1

u − k
(u − d) (3)

H(vd)− 0
d − l

=
1 − 0
k − l

⇒ H(vd) =
1

k − l
(d − l) (4)

where k is the kernel value, l is the minimum value, u is the maximum value, d is a random
value, and H(vd) is the membership of d.

According to Equations (3) and (4), we calculate the membership functions of all
samples, as shown in Figure 7.
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In Figure 7, when the score is as large as the kernel value, the membership reaches a
maximum of 1. When the score gradually moves away from the kernel value from both
sides, the membership gradually decreases until it reaches a minimum value of 0 at the
two boundary points. In theory, the closer the generated sample point is to the kernel value,
the closer it is to the real test result. However, if there is only a small disturbance around
the kernel value, there is suspicion of data leakage. Therefore, it is most important to study
how to choose a suitable membership value.

The details of the fuzzy generation method we use in this paper are as follows: For
the membership function of all samples, we select five membership values (0.9, 0.7, 0.5, 0.3,
0.1) from the largest to the smallest to divide the sample generation interval. Generally
speaking, the smaller the membership value is, the larger the interval is, and the more noise
the generated new sample contains. For each sample, we use MATLAB 2021a to randomly
generate two new samples on each interval. Finally, we can obtain 96 new samples for
each membership value. After mixing with the original dataset, we can obtain five new
datasets with 144 samples. We use these five datasets to train the subsequent sound quality
prediction model, which can test the effectiveness of the fuzzy generation method and
analyze the influence of membership value on the model.
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It should be pointed out that when using fuzzy generation, the key is to construct or
select the appropriate membership function for the original sample. Membership value
selection should also be reasonable: a too-large value may lead to data leakage and a
too-small value will introduce too much noise and damage the performance of the model.
Also, the way to generate new samples is not limited to random generation.

4. Sound Quality Prediction
4.1. Modeling

To test the effect of fuzzy generation, different models need to be trained on the old
and new datasets to compare the advantages and disadvantages of prediction results, and
the ratio of training set to test set is 4:1. At the same time, the influence of five membership
values on prediction results can be compared. Furthermore, when training with the original
dataset, it can be regarded as the case where the membership value is equal to 1. In this
paper, we set up different prediction models based on three methods: general regression
neural network (GRNN), support vector regression (SVR) model, and ridge regression
(RR). The reason why these three methods are chosen is that they all have their specific
advantages: GRNN has a strong nonlinear mapping ability and can handle the nonlinear
relationship between acoustic parameters and evaluation scores. SVR is more concerned
with determining the best-fit line and limiting the error to a certain threshold. There is
often a certain correlation between objective acoustic parameters, and RR can handle the
strong correlation between variables to improve the stability of the model.

(1) GRNN model

General regression neural network (GRNN) is a type of neural network based on
radial basis function (RBF), which is mainly used for regression analysis and function
approximation. Generally speaking, GRNN mainly has two biggest advantages, on the
one hand, the structure is simple, including the input layer, mode layer, summation layer,
and output layer. On the other hand, there is only one key parameter called the smoothing
factor, a small smoothing factor will cause the network to overfit, while a large smoothing
factor may cause the network to underfit [17–19].

To find the optimal smoothing factor, we choose to use the particle swarm optimization
(PSO) algorithm. In this paper, the number of particles is set to 30 and the maximum number
of iterations is set to 20. The optimization results of the smoothing factor are shown in the
following Table 6.

Table 6. Optimal smoothing factor.

Membership Value 1 0.9 0.7 0.5 0.3 0.1

Smoothing factor 0.1607 0.0121 0.0509 0.0103 0.1314 0.1462

(2) SVR model

Support vector regression (SVR) is a regression version of support vector machines
(SVM), but unlike SVM classification, where the goal is to find a hyperplane that maximizes
the interval, SVR aims to find a hyperplane so that most of the data points fall within the
tolerance range of this hyperplane. To perform nonlinear regression in high-dimensional
space, SVR can use different kernel functions, such as linear kernel, polynomial kernel,
RBF kernel, and sigmoid kernel. There are two key parameters c and g in SVR, c is called
the regularization parameter and g is called the kernel parameter. The size of the c value
determines the tolerance of the model to error, and the size of the g value determines the
influence range of each training sample [20–22].

We establish an SVR model with the RBF kernel in this research and use PSO to obtain
the best c value and best g value. The initial conditions of PSO are set: the number of
particles is 30 and the maximum number of iterations is 20. The final optimization results
are shown in Table 7.
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Table 7. Optimization results.

Membership Value 1 0.9 0.7 0.5 0.3 0.1

Best c 70.6038 36.8970 87.3501 0.5924 33.3870 5.5020
Best g 0.1895 5.5175 6.0702 3.7348 0.8873 1.1279

(3) RR model

Ridge regression (RR), also known as Tikhonov regularization, is a regularized version
of linear regression. It solves the multicollinearity problem in linear regression by adding a
regular term to the loss function, thereby improving the stability and predictive power of
the model. RR has a parameter λ that controls the strength of the regularization, and when
λ = 0, RR is an ordinary linear regression. As λ increases, the intensity of regularization
increases and the complexity of the model decreases. Through cross-validation, we can
find the best λ value that minimizes the cross-validation error [23–26]. In this paper, we
use five-fold cross-validation to get the best λ value under different datasets, as shown
in Table 8.

Table 8. Best values of λ.

Membership Value 1 0.9 0.7 0.5 0.3 0.1

λ 0.0450 0.0450 0.0047 0.2442 0.4292 12.6486

4.2. Comparison of Prediction Results

To evaluate the effect of the prediction model more directly, mean absolute percentage
error (MAPE), coefficient of determination (R2), and residual predictive deviation (RPD)
are used as evaluation indexes. Among the three evaluation indexes, MAPE is used to
compare the prediction accuracy of the three models, R2 is used to represent the fitting
degree of the three models, and RPD is used to measure the generalization ability and
stability of the three models.

MAPE is a percentage that represents the average relative difference between the
predicted error and the true value. A lower MAPE value indicates that the model’s
predictions are more accurate. Based on MAPE, we can compute the prediction accuracy
as follows:

MAPE =

(
1
n∑n

i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣)× 100% (5)

Accuracy = 1 − MAPE (6)

where n is the number of samples, ŷi is the predicted value of the sample, and yi is the true
value of the sample.

On the six datasets, we trained the three models with seven acoustic parameters as
inputs and subjective evaluation scores as outputs, and the optimal parameters of each
model are substituted by Tables 6–8 above. The comparison of prediction accuracy on the
three models is shown in Figure 8.

As can be seen from Figure 8, on the new data set generated by fuzzy generation, the
prediction accuracy of the three models all showed a downward trend with the decrease
of membership value. Among the three models, the GRNN model has more advantages
than the other two models. Although the accuracy of the GRNN model decreases with the
decrease in membership value, the decline trend is more uniform. When the membership
value is less than 0.5, the advantages of the GRNN model are more prominent. For the
SVR model, when the membership value is not less than 0.5, its prediction accuracy is close
to the GRNN model, and sometimes even a little better. However, when the membership
value is less than 0.5, the accuracy of the SVR model drops sharply. When the membership
value is not less than 0.3, the prediction accuracy of the SVR model is obviously greater than
that of the RR model, but when the membership value is a minimum of 0.1, the prediction
accuracy of the SVR model is the lowest. For the RR model, the changing trend of its
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prediction accuracy is basically the same as the SVR model. Though the decline trend is
slower, the RR model is always weaker than the SVR model when the membership value is
not less than 0.3.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 12 of 16 
 

 
Figure 8. Comparison of prediction accuracy. 

As can be seen from Figure 8, on the new data set generated by fuzzy generation, the 
prediction accuracy of the three models all showed a downward trend with the decrease 
of membership value. Among the three models, the GRNN model has more advantages 
than the other two models. Although the accuracy of the GRNN model decreases with the 
decrease in membership value, the decline trend is more uniform. When the membership 
value is less than 0.5, the advantages of the GRNN model are more prominent. For the 
SVR model, when the membership value is not less than 0.5, its prediction accuracy is 
close to the GRNN model, and sometimes even a little better. However, when the mem-
bership value is less than 0.5, the accuracy of the SVR model drops sharply. When the 
membership value is not less than 0.3, the prediction accuracy of the SVR model is obvi-
ously greater than that of the RR model, but when the membership value is a minimum 
of 0.1, the prediction accuracy of the SVR model is the lowest. For the RR model, the 
changing trend of its prediction accuracy is basically the same as the SVR model. Though 
the decline trend is slower, the RR model is always weaker than the SVR model when the 
membership value is not less than 0.3. 

In Figure 8, compared with training on the original dataset (i.e., when the membership 
value is equal to 1), when the membership value is not less than 0.5, the use of the fuzzy 
generation method greatly improves the prediction accuracy of the models. When the mem-
bership value is 0.3, the accuracy of the GRNN model and the SVR model is still greater, but 
the RR model is no longer better. When the membership value is 0.1, the accuracy of the 
three models is worse than that trained under the original dataset, and the accuracy of the 
SVR model is the lowest. In general, the results show that rational use of fuzzy generation 
can improve the prediction accuracy of models. By comparing the prediction accuracy of 
the three models, it can be found that the GRNN model has the best performance, and it not 
only has high prediction accuracy when the membership value is large, but it also has strong 
resistance to large data noise when the membership value is small. 

The values of R2 range from 0 to 1, the closer the value is to 1, the better the model 
fits. If the R2 value is close to 0, it means that the model is not explaining most of the 
variation in the data. 

2
2 1

2
1

( )
1

(

ˆ

)

n
i ii

n
ii

y y
R

y y
=

=

−
= −

−




 (7)

where n is the number of samples, ˆiy  is the predicted value of the sample, yi is the true 
value of the sample, and y  is the average of the predicted values. 

The comparison of R2 on the three models is shown in Figure 9. Based on Figure 9, 
we can see that on the new dataset, the fitting degree of both the GRNN model and the 

Figure 8. Comparison of prediction accuracy.

In Figure 8, compared with training on the original dataset (i.e., when the membership
value is equal to 1), when the membership value is not less than 0.5, the use of the fuzzy
generation method greatly improves the prediction accuracy of the models. When the
membership value is 0.3, the accuracy of the GRNN model and the SVR model is still
greater, but the RR model is no longer better. When the membership value is 0.1, the
accuracy of the three models is worse than that trained under the original dataset, and
the accuracy of the SVR model is the lowest. In general, the results show that rational use
of fuzzy generation can improve the prediction accuracy of models. By comparing the
prediction accuracy of the three models, it can be found that the GRNN model has the best
performance, and it not only has high prediction accuracy when the membership value
is large, but it also has strong resistance to large data noise when the membership value
is small.

The values of R2 range from 0 to 1, the closer the value is to 1, the better the model fits.
If the R2 value is close to 0, it means that the model is not explaining most of the variation
in the data.

R2 = 1 − ∑n
i=1 (yi − ŷi)

2

∑n
i=1 (yi − y)2 (7)

where n is the number of samples, ŷi is the predicted value of the sample, yi is the true
value of the sample, and y is the average of the predicted values.

The comparison of R2 on the three models is shown in Figure 9. Based on Figure 9, we
can see that on the new dataset, the fitting degree of both the GRNN model and the SVR
model is positively correlated with the membership value, and the GRNN model is better
than the SVR model overall. For the RR model, the fitting degree fluctuates up and down as
the membership value decreases. This phenomenon of R2 value fluctuation indicates that
with the decrease in membership value, the degree of disturbance gradually increases, and
the noise of data also increases. However, the specific form and distribution of the noise
may be different every time, and the RR model cannot handle the influence of these noises
well, resulting in the fluctuation of the R2 value. Compared with the membership value of 1,
the fitting degrees of both the GRNN model and SVR model are obviously better when the
membership value is 0.7 and 0.9. But when the membership value is less than 0.5, the fitting
degree is worse. For the RR model, the fitting degree is lower for all membership values,
indicating that the data noise introduced by fuzzy generation damages the performance of
the model. By comparing the fitting degree of the three models, it can be found that when
the membership degree is large, the fitting degree of the GRNN and SVR models is similar
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and far better than that of the RR model. When the membership value decreases gradually,
it can be seen that the GRNN model has the strongest fitting ability.
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A high RPD value means that the prediction error of the model is relatively small,
indicating that the model has good consistency and stability under different datasets
or conditions.

RPD =

√
∑n

i=1 (yi−y)2

n−1√
∑n

i=1 [(ŷi−yi)−(ŷ−yi)]
2

n−1

(8)

where n is the number of samples, ŷi is the predicted value of the sample, yi is the true
value of the sample, and y is the average of the predicted values.

The comparison of RPD on the three models is shown in Figure 10. As can be seen
from Figure 10, after the fuzzy generation method is used, the model stability of the GRNN
model is the best, the SVR model is second, and the RR model is the worst. With the
decrease in membership value, the RPD values of both the GRNN model and the SVR
model show a decreasing trend, which indicates that the stability of the model becomes
worse. For the RR model, the RPD value is not related to the size of the membership value,
and the stability of the model remains basically unchanged at a low level. Compared with
the membership value of 1, the stability of both the GRNN model and the SVR model is
greatly improved by using the fuzzy generation method. Even when the membership value
is at the minimum of 0.1, they still have a good performance. However, for the RR model,
the use of the fuzzy generation method slightly reduces the stability of the model. By
comparing the stability of the three models, the use of fuzzy generation can make GRNN
and SVR models more stable, in which the GRNN model is stronger than the SVR, but both
of them are significantly better than the RR model.
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5. Conclusions

This paper presents a method for predicting the sound quality of the Hy-Vo chain
transmission system in the case of small samples. The main conclusions are summarized
as follows:

(1) First of all, we conducted the noise acquisition test of the Hy-Vo chain transmission
system under different working conditions. Secondly, we evaluated the processed
noise samples subjectively and objectively. To solve the problem of small sample
prediction, we found and made use of the fuzzy phenomenon in sound quality
prediction, and then introduced fuzzy mathematics theory to use a sample generation
method called fuzzy generation.

(2) After using the fuzzy generation to expand the dataset, we used three different models
to test the effect of this new method, namely, the GRNN model, the SVR model, and
the RR model. On the new dataset, the prediction accuracy of all three models was
significantly improved. The fitting degree and stability of both the GRNN model and
the SVR model were higher than before when the membership degree was medium
and high. Only the fitting degree and stability of the RR model did not get better or
even worse for all membership values.

To sum up, fuzzy generation is an effective method for small sample sound quality
prediction, which solves the problem of low model accuracy and easy overfitting in the case
of small samples. Moreover, compared with the performance of different models, the GRNN
model is more suitable for sound quality prediction of the Hy-Vo chain transmission system.
Therefore, the sound quality prediction method based on fuzzy generation proposed in
this paper not only provides a new idea for the research field of chain drive but also puts
forward a novel and effective method for the related research of sound quality prediction.
It should be pointed out that different types of chain drive systems have different noise
characteristics, so the sound quality prediction model proposed in this paper cannot be
applied directly. For a specific chain drive system, the process of establishing the sound
quality prediction model is as follows: First of all, it is necessary to redesign the noise
acquisition test and obtain a new noise sample set. Secondly, the acoustic parameters to
be analyzed are selected and calculated, and the testers should be selected according to
the application scenario. Then, the objective parameters and subjective evaluation results
are analyzed and screened, and the data set for sound quality prediction can be obtained.
Finally, the optimal sound quality prediction model is constructed and trained.
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