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Abstract: High-voltage circuit breakers (HVCBs) handle the important tasks of controlling and
safeguarding electricity networks. In the case of insufficient data samples, improving the accuracy
of the traditional HVCB mechanical fault diagnosis method is difficult, so it poses challenges in
meeting performance requirements for mechanical fault diagnosis. In this study, a HVCB fault
diagnosis method is introduced. It utilizes a combination of grey wolf optimization (GWO) and
multi-grained cascade forest (gcForest) algorithms to resolve these issues and improve the accuracy of
HVCB mechanical fault diagnosis. To simplify the original vibration signal, the input feature quantity
for the fault diagnosis method is obtained by calculating the energy entropy of the wavelet packet
decomposition. The GWO algorithm is employed to optimize the parameters of the gcForest model,
leading to identification of the optimum parameter configuration. Subsequently, the diagnostic effect
in the case of a small sample size was analyzed through a VS1 vacuum circuit breaker example, and
the accuracy reached 95.89%. In the case of unbalanced samples, further analysis and comparison
with different methods confirm the feasibility and efficiency of the combination of GWO and gcForest
algorithms. This study provides an effective solution for the diagnosis of mechanical faults in HVCBs.

Keywords: fault diagnosis; few-shot method; gcForest; grey wolf optimization; high voltage
circuit breaker

1. Introduction

High-voltage circuit breakers (HVCBs) are a vital part of power supplies because they
protect and control power systems. The reliability of their operation directly affects the
power system itself. Once a HVCB fault occurs, it may cause significant losses to industrial
production and the normal life of urban residents [1,2]. When a circuit breaker is in the
process of opening and closing, its components will produce strong impacts, which will
easily cause various faults such as jamming of the iron core and fatigue of the closing and
opening springs. According to a 2012 international report on high-voltage circuit breakers,
mechanical failures accounted for the largest proportion of circuit breaker failures [3]. To
ensure normal power system operation, strengthening the detection of mechanical faults in
HVCBs is essential, and one of the important steps is the detection of vibration signals [4].
Considerable information about the mechanical state is included in the vibration signals
resulting from mechanical friction and vibration during the opening and closing of HVCBs,
so detecting the mechanical condition of circuit breakers using nonintrusive vibration
signals has been extensively researched [5,6]. Mechanical vibration signals are used to
diagnose HVCB mechanical failure in this study.

The analysis of the equipment’s state using artificial intelligence technology and
massive data is significant for comprehensively understanding equipment operation.

Appl. Sci. 2024, 14, 3183. https://doi.org/10.3390/app14083183 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14083183
https://doi.org/10.3390/app14083183
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0009-0008-5641-206X
https://orcid.org/0000-0002-8456-2056
https://orcid.org/0000-0002-5720-179X
https://orcid.org/0000-0003-0560-2556
https://doi.org/10.3390/app14083183
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14083183?type=check_update&version=1


Appl. Sci. 2024, 14, 3183 2 of 17

Ullah et al. utilized wavelet coherence analysis and deep learning to accurately identify
faults in centrifugal pumps [7]. Siddique et al. employed deep learning in combination with
enhanced short-time Fourier transform spectrograms and continuous wavelet transform
scalograms to precisely detect and classify pipeline leaks [8]. Data-driven methods have
exhibited excellent performance in the diagnosis of mechanical faults in HVCBs in recent
years. These methods stand out by exploring the correlation of defect samples and defect
types [9]. With advances in intelligent technology, some scientific research results have been
obtained in the state detection technology of high-voltage switchgear operating mecha-
nisms and transmission. Niu and Zhao [10] applied a neural network and expert system for
fault diagnosis in HVCBs. Miao [11] adopted a wavelet packet and support vector machine
(SVM) method to accurately diagnose circuit breaker faults, but its optimization algorithm
training is complicated and its ability to generalize is weak. Ye et al. [12] used an attention
mechanism capsule convolutional neural network in the domain of HVCB fault diagnosis
and reached notable achievements. Pan et al. [13] presented a deep belief network and a
strategy of transfer learning for the diagnosis of mechanical faults in HVCBs.

However, the currently used deep learning methods are applied based on the premise
of a great many samples, and the effect will decrease when sample numbers are small.
Because of the prolonged closed state of most circuit breakers during actual operation, the
occurrence of mechanical failures is relatively rare. As a result, it becomes challenging
to gather a sufficient number of samples through measuring instruments alone. During
field operations, the failure probability of HVCBs is remarkably low, resulting in a scarcity
of actual failure samples. Furthermore, various types of mechanical failures in HVCBs
occur at different probabilities, with some failures being less likely, resulting in a scarcity
of samples for certain types and a significant imbalance in the training data. This scarcity
or imbalance of training samples can severely limit the capability of deep learning feature
extraction. Therefore, fault diagnosis of HVCBs under real conditions poses a challenge as
it becomes a small-sample problem. To address the few-shot fault diagnosis problem with
insufficient on-site data, the current main solutions are divided into two aspects: the first it
to extend the data, which is not only expensive but also mostly relevant to only normal
data, making it difficult to obtain effective fault samples. The second is to rely on few-shot
learning methods to achieve a solution [14]. Accurate diagnosis of HVCB faults becomes a
challenge with a small sample size.

In response to the above challenges, Zhou and Feng [15] proposed a multi-grained
cascade forest (gcForest) integration method based on decision trees. The model has the
advantages of easy training, low computational overhead, and high parallel computing
potential. Zhang et al. conducted a comparative study of various tree-based fault diag-
nosis models to demonstrate the accuracy of gcForest in creating a diagnosis with small
samples [16]. It has been applied to hyperspectral image classification and in bearing
fault diagnosis and other fields [17,18], achieving good results. Xu et al. utilized a hybrid
learning model of CNN and gcforest to diagnose bearing faults [19]. Su et al. improved
the gcForest algorithm by introducing kernel principal component analysis in cascade
forests, which outperforms traditional methods when analyzing the experimental vibration
data of flip chips [20]. Although the gcForest model performs well in many applications,
the results largely depend on the adjustment of model hyperparameters. Optimization
of hyperparameters is rarely studied in the regression and classification tasks of machine
learning. In a gcForest model, the selection of hyperparameters such as the maximum
number of cascaded layers (m), the quantity of decision trees (c) in each random forest,
and the quantity of classifiers (n) in each layer of the cascaded structure significantly af-
fects the performance of the model. Therefore, its parameters can be adjusted through
the optimization algorithm, and the optimal parameters of the model can be iteratively
searched to improve the model’s diagnostic accuracy [21]. Yu [22] proposed a random
forest (RF) algorithm based on an improved harmony search to make RF predictions better.
Xu et al. [23] have suggested utilizing the particle swarm optimization (PSO) algorithm for
optimization of model parameters and have achieved desirable outcomes. Although the
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PSO algorithm is widely used and straightforward to implement, it is prone to local optima
and may lead to deviations in the results.

For this reason, we propose a model that uses the grey wolf optimization (GWO) algo-
rithm to optimize gcForest parameters for fault diagnosis of HVCBs (henceforth referred
to as GWO-gcForest) in the case of insufficient data samples. To the best of the author’s
knowledge, this is the first time that the GWO-gcForest model has been applied to the field
of HVCB mechanical fault diagnosis. In this research, the vibration signal of the HVCB is
subjected to feature extraction to determine characteristic parameters. Subsequently, the
parameters m, c, and n of the gcForest model are iteratively optimized using the GWO
algorithm, leading to the identification of optimal model parameters. Consequently, a
GWO-gcForest fault diagnosis model is established. Using this model, an example analysis
is conducted to accurately classify the type of fault in the circuit breaker, thereby vali-
dating the efficiency of the proposed approach. Furthermore, the diagnostic capability
of the model is assessed in scenarios involving different sample sizes and unbalanced
samples, further confirming the method’s efficacy. The main contributions of this study are
as follows:

1. The vibration signals of different types of faults are subjected to wavelet packet
decomposition. The third layer of wavelet packet decomposition coefficients are
reconstructed, and the energy entropy of each frequency band is calculated and used
as a feature vector.

2. A new method based on GWO-gcForest is proposed to address the problem of a small
number of samples in HVCB mechanical failures. The method uses the GWO algo-
rithm to iteratively optimize the parameters m, c, and n of the gcForest to determine
the best model parameters. Subsequently, the GWO-gcForest fault diagnosis model
is established.

3. The GWO-gcForest fault diagnosis model is utilized for case analysis. The diagnostic
capability of the model is evaluated in cases involving different sample sizes and
imbalanced samples, validating the effectiveness of the proposed methodology.

The rest of the paper is structured as follows: Section 2 introduces the principle of the
GWO-gcForest model, including the gcForest and GWO algorithms. In Section 3, a HVCB
fault diagnostic model is developed based on the GWO-gcForest algorithm. Section 4
presents the experimental analysis of HVCB faults and compares it to other methods.
Finally, Section 5 provides the conclusions.

2. Preliminaries

A GWO-gcForest fault diagnosis model is proposed to address the problem of an
insufficient diagnosis rate for HVCB faults in the case of insufficient samples. The gc-
Forest model does not require large amounts of training data and the training process is
convenient and easy to implement. This section describes the gcForest algorithm and the
GWO algorithm.

2.1. gcForest

The gcForest algorithm is a new type of classification algorithm based on the RF. The
gcForest algorithm classifies samples on the basis of decision trees. It consists of a multi-
grained scanning structure (multi-grained scanning) and a cascade forest structure (cascade
forest) used to extract the characteristics of the sample set and represent the learning as a
model classifier [24,25].

2.1.1. RF Algorithm

The RF algorithm is an ensemble learning algorithm that can be used to solve classifica-
tion problems based on bagging. The algorithm employs an integrated classification model,
which is composed of a group of decision tree classifiers { f (X, θk), k = 1, . . . , N} [26]. The
parameter X denotes the sample that needs to be classified and θk denotes a random vec-
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tor that meets the relationship between the kth decision tree’s independent and identical
distribution and the vector represented by the parameter.

Sample X will be input directly into the RF, and all the decision trees that have been
trained will be used in classifying the sample. Each decision tree in the model independently
analyses sample X by evaluating its characteristic attributes to determine its classification.
Once each decision tree provides its individual classification result, the RF model initiates a
centralized voting process, where the result of the classification with the highest number of
votes is considered as the final result of classifying the sample X being classified [27]. The
process is shown in Figure 1. The formula is the classification decision result of the RF:

Y(X) = arg max
y

m

∑
k=1

I[ f i(x)] = Y, (1)

where Y(X) represents the decision outcome of RF classification, fi represent the ith decision
tree model, Y represents the goal variable, I denotes the measurement function, and m
denotes the number of trees.
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2.1.2. Multi-Grained Scanning Structure

Multi-grained scanning is used in the gcForest to mine the characteristics of the sample
signal or image [28], and efforts are made to extract the maximum possible characteristic
parameters from the sample image.

The multi-grained scanning process closely resembles the convolution process. The
sliding window is employed for the extraction of the feature vector. Suppose that input
data are N-dimensional and that the sliding window has a dimension of T. By using the
sliding window to sample the data, the sampling step can be set to b, and the scanning
window count is L, so the number of features is R = (N − T)/b + 1. As a result, a total
number of r scanning subsamples is obtained.

Subsequently, the scanning subsamples are separately employed to train different RFs
(RF-A and RF-B). As each scanning sample passes through RF-A and RF-B, it generates a
probability feature vector dimensioned m = 2 × C × R, where C represents the quantity
of classes. Finally, the m-dimensional probability feature vectors are concatenated to form
the input for the cascaded RF. Details are shown in Figure 2. This scanning structure
uses different scanning windows for the original inputs, resulting in multiple features of
different dimensions. These features are then trained using RF and complete RF to generate
class probability vectors. Finally, these vectors are spliced together.
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When actually using the gcForest process, the length of the sliding window can be
adjusted, and multiple windows with different lengths can be used to extract features.
Data dimensions are expanded through multi-grained scanning as it produces probabilistic
feature vectors with rich features.

2.1.3. Cascade Forest Structure

By processing sample features layer by layer, the cascade forest structure improves
the algorithm’s feature mining capability, resembling the process of deep learning. This
incorporation of deep learning principles enables the cascade forest to effectively extract
and refine features for improved performance [29]. It consists of a multi-level RF model,
and each level of the RF model contains multiple RFs of different types. This multi-level,
multi-dimensional RF processing process for the probability feature vector of input data
can effectively improve the characteristic representation ability of input data and contribute
to an improvement in accuracy.

Cascade forests use feature information gathered after multi-level scanning as inputs
to their first level, and each subsequent level receives the original input and the feature
vector connection output from the previous level as the input of this level, so that the feature
information is enhanced. There are two RFs per layer of the cascade and two complete
RFs per layer. Cross-validation is used to generate the class vectors for each forest, and the
output results and the initial input are concatenated and entered at the next level.

In Figure 3, the input represents the m-dimensional probability feature vector pro-
duced during the previous section of multi-grained scanning. The category vector gen-
erated in the cascade forest stage is called the enhanced feature vector [30]. Next, the
enhanced feature vector and the original probability vector are concatenated. The new
input feature vector is used as the input feature vector for the next stage. The aforemen-
tioned process is repeated until the final layer, where the output average value from the last
level’s RF is computed. The category associated with the maximum average output is then
selected and designated as the final output. To reduce the risk of overfitting in the gcForest
and enhance the model’s generalization capability, it is essential to perform cross-validation
on the category vectors generated by each level of the RF within the cascade forest structure.
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There is a strong relationship between the quantity of levels in the cascade forest and
the performance of the gcForest method. During the process of gcForest construction and
training, a certain number of validation datasets can be set, and whenever the number
of cascade forest levels increases by one level, the validation datasets are used to test the
prediction effect.

2.2. GWO

The GWO algorithm is an intelligent optimization algorithm. It is inspired by the
leadership strategy and hunting behavior of grey wolves. During the predation process,
grey wolves with a high fitness value can track the position of prey more accurately, guide
grey wolves with low fitness to adjust their position, and then prey on the prey through
behaviors of encircling, hunting, and attacking [31]. During the optimization process, the
PSO algorithm may easily fall into a local optimum, resulting in a large error. Additionally,
the GA algorithm has a poor local search ability, leading to low search efficiency. In contrast,
the GWO algorithm has a strong convergence performance, few parameters, and is easy
to implement.

There is a strict social hierarchy within the grey wolf pack: the α wolf at the top of
the pyramid hierarchy is the highest leader, and the other wolves obediently follow the
instructions of the α wolf; β and δ wolves mainly obey the α wolf. The layer of wolf conveys
the order. The bottom wolf is the ω wolf, obeying the domination of the α, β, and δ wolves,
and is mainly responsible for maintaining the harmony and dominant structure of the
whole group.

During the process of wolves encircling their prey, the following formula can be used
to calculate the distance between an individual grey wolf and its prey:

X(n + 1) = Xp(n)− A·D, (2)

A = 2a·r1 − a, (3)

C = 2·r2, (4)

where n represents the actual iteration number, Xp(n) represents the position of the prey,
X(t) represents the position of the grey wolf individual, and A and C are vectors represent-
ing the coefficients related to synergy. The variables r1 and r2 are random vectors ranging
from 0 to 1. Additionally, the coefficient a gradually decreases linearly from 2 to 0 during
the algorithm’s iterative process.

When wolves are hunting, they surround their prey and recognize its location. In
each iteration process, the optimal first three solutions will be kept according to the range
from the grey wolf and its prey. According to the positions of the first three solutions, the
remaining individuals update their own positions to further search for the optimal solution.
An excellent solution is provided by Wang et al. [32]. The specific expressions are

Dα = |C1·Xα − X|, (5)

Dβ =
∣∣C2·Xβ − X

∣∣, (6)

Dδ = |C3·Xδ − X|. (7)

where Dα, Dβ, and Dδ denote the distances between other individuals and the first three
solutions (α, β, δ), respectively, and the wolves can change their positions according to
X(t + 1), with

X1 = Xα − A1·Dα, (8)

X2 = Xβ − A2·Dβ, (9)

X3 = Xδ − A3·Dδ, (10)

X(t + 1) = (X1 + X2 + X3)/3. (11)
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During the optimization process, the α, β, and δ wolves will first approach the prey’s
location and then lead the ω wolves to update to the location around the prey. If con-
vergence is achieved, they will attack the prey. The location of the wolves here is the
optimal solution.

3. Method of Fault Diagnosis Based on GWO-gcForest for HVCB

In this section, first the process of data processing, followed by the establishment of the
HVCB fault diagnosis model, and then the evaluation indexes of the model are proposed.

3.1. Data Processing

The vibration signal is a discrete time series. To further extract its features, the energy
entropy of the wavelet packet is used as the quantity of the feature. The processing steps
are as follows:

1. Decompose the vibration signals of different types of faults into three layers of wavelet
packets.

2. Reconstruct the wavelet packet decomposition coefficient of the third layer, calculate
its energy value, and perform normalization processing. Compute each frequency
band’s energy entropy, utilize it as a vector of features, and perform normalization
processing on the feature vector. Divide the final feature vectors into training and test
sets after normalization.

3.2. Diagnosis Process

The gcForest model is based on tree-based ensemble learning. By integrating the forest
composed of trees and connecting them in series, the classifier can perform representation
learning, thereby improving the classification effect. Its internal structure can mine fault
feature information and identify HVCB faults. However, when employing the gcForest
model for fault identification, the determination and control of crucial model parameters
rely heavily on human experience. As a result, the diagnostic outcomes are significantly
influenced by human manipulation.

With the aim of achieving the utmost diagnostic precision, GWO iteratively searches
for optimal model parameters. This iterative process leads to an improvement in the
diagnostic accuracy of the model. The process of fault diagnosis on the basis of the
GWO-gcForest model comprises three primary phases: data preprocessing, parameter
optimization, and fault identification using the optimized model. These steps are illustrated
in Figure 4, which shows the overall process.

The diagnostic process steps are as follows:

1. Obtain vibration signal data. Normalize the features extracted and create a set of
training data and a set of test data.

2. Initialize the population and determine its size, maximum iteration number, dimen-
sions, and boundary range.

3. Construct the gcForest model using the initialized wolves. Train and test the model
using the training and testing sets, respectively. Further divide the training set into a
verification set. Use the diagnostic accuracy value as the fitness value to assess the
model’s performance.

4. Calculate the fitness of each wolf, sort each wolf according to the fitness function
value, and continually update the wolf pack’s position.

5. Halt the GWO process when the fitness value becomes stable or the specified number
of iterations is achieved, thereby obtaining the optimal parameters. If neither condition
is met, return to the previous step and continue with parameter optimization.

6. Build the GWO-gcForest fault diagnosis model using the optimum parameters ac-
quired through the GWO algorithm. Comprehensively analyze the outcomes of the
diagnosis, taking into account various evaluation indicators for the assessment of the
model’s performance.
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3.3. Model Evaluation Index

For analyzing the diagnosis results, the following evaluation indicators were used:
precision, recall, F1 value, and accuracy.

Precision is the proportion of accurately predicted labels and the overall number of
positive predictions. It can be mathematically represented as follows:

Precision =

m
∑

l=1

k
∑

j=1
I(Yl

j = Zl
j)

m
∑

l=1

k
∑

j=1
Zl

j

. (12)

where m denotes the overall count of labels and l denotes the index of the lth label.
Recall is calculated as the proportion of accurately predicted labels to the total count of

actual labels, and it can be expressed as follows:

Recall =

m
∑

l=1

k
∑

j=1
I(Yl

j = Zl
j)

m
∑

l=1

k
∑

j=1
Yl

j

. (13)
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F1 is a comprehensive indicator for precision and recall. There is a negative correlation
between precision and recall, and F1 is introduced as a comprehensive index to reconcile the
average precision and recall values:

F1 =

2
m
∑

l=1

k
∑

j=1
I(Yl

j = Zl
j)

m
∑

l=1

k
∑

j=1
Yl

j +
m
∑

l=1

k
∑

j=1
Zl

j

. (14)

Accuracy is calculated as the proportion of completely accurate predictions to the
overall number of samples and can be expressed by the following formula:

Accuracy =
1
k

k

∑
j=1

I(Yj = Zj), (15)

where k denotes the overall sample size, j indicates the index of the jth sample, Yj represents
the true label, Zj represents the predicted label, and I is the indicator function.

4. Discussion and Results of Experiment

This section provides information on the experimental data acquisition process, model
parameter selection, and analysis of the experimental results.

4.1. Data Acquisition

For fault diagnosis testing, the VS1 vacuum circuit breaker (Changzhou Senyuan,
Changzhou, China) was utilized as the test prototype in this study. The VS1 circuit breaker
is a spring-operated mechanism with a rated voltage of 12 kV and a rated current of 1250 A.
The vibration signal is collected by a piezoelectric acceleration vibration sensor (YD111T),
and the collected charge is converted into a voltage value by a charge amplifier (TS5863).
The vibration signal is then transmitted to the upper computer through the acquisition card
via the vibration trigger circuit. The experimental equipment is shown in Figure 5.
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During operation a HVCB may fail, especially in the process of opening and closing.
This failure may be caused by electrical or mechanical issues, for example, “refuse to open”,
“refuse to close”, “false open”, or “false close”. When such a fault occurs, the circuit breaker
has lost the normal function of opening and closing, and these fault phenomena can be
easily observed manually. A HVCB can occasionally open and close, but the opening
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and closing distances of the contacts and the travelling distance after the action cannot
reach the normal state. In this study, a total of four working conditions were designed:
state 1: normal working condition, state 2: closed spring fatigue failure, state 3: open spring
fatigue failure, and state 4: iron core jamming. Shortening the spring tension length by three
effective coils (reducing the maximum tension ~8%) can simulate the spring fatigue state.
Simulating iron core jamming can be accomplished by adding weights to the electromagnet
and to the bolts at the lower end of the movable iron core.

During the test, vibration signals from the operating mechanism of the laboratory
were collected under normal conditions and with three mechanical defects. The status
signal was derived from the shape of the oscillation signals during opening and closing.
Each status sample consisted of 1600 time points, with 40 data samples per defect type.
The vibration signals are visually depicted in Figure 6. For dataset partitioning, 60% of the
samples were allocated to the training set, 10% to the verification set, and the remaining
30% to the test set. This division ensures a balanced representation of samples across the
three sets for training, validation, and evaluation purposes.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 11 of 18 
 

dimension to three. The ranges of m, c, and n are related to the parameter sizes within 
gcForest, and upper and lower bounds are set accordingly. 

 
Figure 6. Vibration signals under (a) normal working condition, (b) closing spring fatigue failure, 
(c) opening spring fatigue failure, and (d) iron core jamming. 

Table 1. GWO-gcForest model parameters. 

Parameter Se ing Value 
푇  30 

Number of wolves 20 
Dim 3 

Upper bound of m 30 
Lower bound of m 2 
Upper bound of c 200 
Lower bound of c 50 
Upper bound of n 10 
Lower bound of n 2 

Figure 6. Vibration signals under (a) normal working condition, (b) closing spring fatigue failure,
(c) opening spring fatigue failure, and (d) iron core jamming.



Appl. Sci. 2024, 14, 3183 11 of 17

4.2. Setting Experimental Parameters

Experiments were conducted using the Pytorch learning framework on a machine
with a GeForce RTX 3070Ti GPU, an Intel i7-13700KF CPU, and 64 GB of memory. To
implement the model code, we used Pycharm based on Python 3.9.

In the process of optimizing the model parameters m, c, and n of the GWO-gcForest
model, the fitness value of the wolf pack was determined by the training set diagnostic
accuracy. The initial setup of the gcForest model consisted of 100 decision trees in each
RF. These trees were used for the multi-grain scanning process. The cascade layer had a
maximum depth of 20 layers (m), and n was set to 2, resulting in four classifiers in each
cascade layer. Additionally, each RF comprised 100 decision trees. For the optimization
model, Table 1 provides information regarding the number of populations, maximum
number of iterations, and their respective dimensions. The GWO algorithm is iterated
30 times. Three parameters of the gcForest algorithm are optimized to set the GWO
dimension to three. The ranges of m, c, and n are related to the parameter sizes within
gcForest, and upper and lower bounds are set accordingly.

Table 1. GWO-gcForest model parameters.

Parameter Setting Value

Tmax 30
Number of wolves 20

Dim 3
Upper bound of m 30
Lower bound of m 2
Upper bound of c 200
Lower bound of c 50
Upper bound of n 10
Lower bound of n 2

Figure 7 illustrates how the average particle fitness value changes during optimization.
Achieving average accuracy optimization of the GWO-gcForest algorithm was improved
from 89% to 94% after three steps. Finally, when the maximum depth of the cascade was 7,
each classifier was 6, and the number of each forest decision tree was 87.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 12 of 18 
 

Figure 7 illustrates how the average particle fitness value changes during optimiza-
tion. Achieving average accuracy optimization of the GWO-gcForest algorithm was im-
proved from 89% to 94% after three steps. Finally, when the maximum depth of the cas-
cade was 7, each classifier was 6, and the number of each forest decision tree was 87. 

 
Figure 7. Particle fitness dependence on the number of iterations. 

4.3. Analysis of Experimental Results 
In this subsection, a comparison of the performance of GWO-gcForest with other 

models in the case of different samples as well as in the case of imbalanced samples is 
provided. 

4.3.1. Comparison of Results with Other Models 
For the purpose of verifying the superiority of the GWO-gcForest model, we present 

fault diagnosis accuracies and standard deviations for GWO-gcForest, gcForest, PSO-
SVM, SVM, GWO-Randomfroest (GWO-RF), and Randomforest (RF) methods in Figure 
8. Based on Figure 8, it is evident that the approach introduced in this research achieves 
the highest average accuracy of 95.83%. This value surpasses those of other methods, in-
cluding gcForest, PSO-SVM, SVM, GWO-RF, and RF, by 2.08%, 8.33%, 10.42%, 4.16%, and 
6.25%, respectively. This indicates the superior performance and efficiency of the method 
proposed. There are certain advantages to the proposed methodology regarding accuracy 
and standard deviation. To analyze the model’s performance further, the various statisti-
cal metrics of the method presented in this study are listed in comparison with those of 
other models in Table 2. Among the evaluation metrics, the GWO-gcForest model pro-
posed in this study achieves the best results. In comparison to gcForest, the remaining 
three indicators including precision, recall, and F1 increased by 1.89%, 2.08%, and 2.09%, 
respectively, indicating the effectiveness of model optimization. Furthermore, in compar-
ison to PSO-SVM, it is observed that the proposed model exhibits improvements in preci-
sion, recall, and F1 measures by 6.3%, 8.33%, and 8.53%, respectively. These results high-
light that the proposed model achieves be er overall performance in scenarios involving 
small sample sizes. Compared with GWO-RF, the three indicators are increased by 2.83%, 
4.16%, and 4.32%, respectively, demonstrating the effectiveness of the cascade forest un-
der the optimization algorithm. 

Figure 7. Particle fitness dependence on the number of iterations.



Appl. Sci. 2024, 14, 3183 12 of 17

4.3. Analysis of Experimental Results

In this subsection, a comparison of the performance of GWO-gcForest with other
models in the case of different samples as well as in the case of imbalanced samples
is provided.

4.3.1. Comparison of Results with Other Models

For the purpose of verifying the superiority of the GWO-gcForest model, we present
fault diagnosis accuracies and standard deviations for GWO-gcForest, gcForest, PSO-
SVM, SVM, GWO-Randomfroest (GWO-RF), and Randomforest (RF) methods in Figure 8.
Based on Figure 8, it is evident that the approach introduced in this research achieves
the highest average accuracy of 95.83%. This value surpasses those of other methods,
including gcForest, PSO-SVM, SVM, GWO-RF, and RF, by 2.08%, 8.33%, 10.42%, 4.16%, and
6.25%, respectively. This indicates the superior performance and efficiency of the method
proposed. There are certain advantages to the proposed methodology regarding accuracy
and standard deviation. To analyze the model’s performance further, the various statistical
metrics of the method presented in this study are listed in comparison with those of other
models in Table 2. Among the evaluation metrics, the GWO-gcForest model proposed in this
study achieves the best results. In comparison to gcForest, the remaining three indicators
including precision, recall, and F1 increased by 1.89%, 2.08%, and 2.09%, respectively,
indicating the effectiveness of model optimization. Furthermore, in comparison to PSO-
SVM, it is observed that the proposed model exhibits improvements in precision, recall,
and F1 measures by 6.3%, 8.33%, and 8.53%, respectively. These results highlight that
the proposed model achieves better overall performance in scenarios involving small
sample sizes. Compared with GWO-RF, the three indicators are increased by 2.83%, 4.16%,
and 4.32%, respectively, demonstrating the effectiveness of the cascade forest under the
optimization algorithm.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 13 of 18 
 

 
Figure 8. Accuracies and standard deviations of the models. 

Table 2. Comparison of indicators among different models. 

Model Methods 
Results 

Accuracy Precision Recall F1 
GWO-gcForest 95.83 96.35 95.83 95.81 

gcForest 93.75 94.46 93.75 93.72 
PSO-SVM 87.5 90.05 87.5 87.28 

SVM 85.41 89.36 85.42 84.81 
GWO-RF 91.67 93.52 91.67 91.49 

RF 89.58 92.32 89.58 89.24 

4.3.2. Model Performance with Different Samples 
Mechanical failures of HVCBs occur less frequently, and failure samples are scarce 

in practice. Hence, given the limited availability of samples, there is a need for further 
research on the fault diagnosis accuracy of HVCBs in scenarios involving small sample 
sizes. To assess the efficacy of the proposed approach under conditions of limited sample 
size, the proposed model was used with different sizes of samples and the gcForest, GWO-
RF, RF, PSO-SVM, and SVM results were compared with each other. The base unit of the 
sample size was 40 (100%) per category. 

The results are presented in Figure 9. One can see that accuracy gradually decreases 
as the sample size decreases, with the SVM model dropping the most rapidly as the sam-
ple quantity decreases. The GWO-gcForest model accuracy decreases with the decreasing 
sample size, and the degree of decline is relatively gentle compared with that of other 
models. The accuracy was ~90% or higher before the sample size dropped to 75%. When 
the sample size was further reduced to 25%, it is observed that only the method introduced 
in this study outperforms other models in terms of the accuracy of fault diagnosis. This 
finding suggests that the proposed model possesses certain advantages even when the 
number of samples for each fault type is limited. Based on the downward trend of the 
accuracy rate, the GWO-gcForest model has a be er diagnostic effect when the sample 
size is small. 

Figure 8. Accuracies and standard deviations of the models.

Table 2. Comparison of indicators among different models.

Model Methods
Results

Accuracy Precision Recall F1

GWO-gcForest 95.83 96.35 95.83 95.81
gcForest 93.75 94.46 93.75 93.72

PSO-SVM 87.5 90.05 87.5 87.28
SVM 85.41 89.36 85.42 84.81

GWO-RF 91.67 93.52 91.67 91.49
RF 89.58 92.32 89.58 89.24
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4.3.2. Model Performance with Different Samples

Mechanical failures of HVCBs occur less frequently, and failure samples are scarce in
practice. Hence, given the limited availability of samples, there is a need for further research
on the fault diagnosis accuracy of HVCBs in scenarios involving small sample sizes. To
assess the efficacy of the proposed approach under conditions of limited sample size, the
proposed model was used with different sizes of samples and the gcForest, GWO-RF, RF,
PSO-SVM, and SVM results were compared with each other. The base unit of the sample
size was 40 (100%) per category.

The results are presented in Figure 9. One can see that accuracy gradually decreases
as the sample size decreases, with the SVM model dropping the most rapidly as the sample
quantity decreases. The GWO-gcForest model accuracy decreases with the decreasing
sample size, and the degree of decline is relatively gentle compared with that of other
models. The accuracy was ~90% or higher before the sample size dropped to 75%. When
the sample size was further reduced to 25%, it is observed that only the method introduced
in this study outperforms other models in terms of the accuracy of fault diagnosis. This
finding suggests that the proposed model possesses certain advantages even when the
number of samples for each fault type is limited. Based on the downward trend of the
accuracy rate, the GWO-gcForest model has a better diagnostic effect when the sample size
is small.
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4.3.3. Model Performance on Imbalanced Datasets

HVCBs have different probabilities of occurrence for different types of mechanical
failures during operation, but some of them have a very low probability of occurrence.

To evaluate the ability of our proposed method in solving the unbalanced sample
problem, taking into consideration the impact of varying sample sizes across different
classes on the performance of the model in fault diagnosis, we constructed the unbalanced
sample dataset presented in Table 3.

Table 3. Unbalanced sample datasets used in this study.

Dataset State 1 State 2 State 3 State 4

0 40 40 40 40
1 40 40 40 20
2 40 40 20 20
3 40 40 20 10
4 40 40 10 10
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By setting the number of samples in states 3 and 4, the imbalance that may exist in
practice is simulated. Under the condition of an imbalanced dataset, the performance of
various methods was simulated and assessed on the test set. To conduct a detailed analysis
of the fault diagnosis capability of the GWO-gcForest model in the presence of imbalanced
sample conditions, a comparison was made with other models such as gcForest, GWO-RF,
and additional relevant models.

The experimental results are visually presented in Figure 10. As the sample imbalance
increases, the accuracy of all the models decreases. However, in comparison to other
models, our proposed method demonstrates a higher level of accuracy when handling
unbalanced samples. When the imbalance ratio is 40:40:20:10, diagnostic accuracy of the
proposed method is 90.91%, while the classification accuracies of other models are all <90%.
In the case of dataset 4, the accuracy of the proposed model is still close to 90%. Figure 10
clearly illustrates that, across various unbalanced-sample scenarios, the GWO-gcForest
model consistently outperforms other fault diagnosis methods. To provide a clearer analysis
of the recognition accuracy under different sample datasets, radar charts depicting the
confusion matrix of the four methods were constructed. These radar charts offer a visual
representation of the accuracy in classification of each method across different types of
data, enabling a more detailed and comprehensive comparison. As depicted in Figure 11,
each axis corresponds to a specific sample dataset, and the length of each axis reflects the
recognition accuracy of the respective methods for that particular dataset. The analysis
reveals that the proposed methodology exhibits outstanding results across different types
of datasets.
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5. Conclusions

This paper presents a case study on the mechanical fault diagnosis of HVCBs. The
proposed model accurately diagnoses faults without requiring a large amount of data. The
GWO-gcForest model outperforms traditional algorithms such as gcForest, GWO-RF, RF,
PSO-SVM, and SVM in the case of small and imbalanced samples. The effectiveness of the
fault diagnosis algorithms is demonstrated through cases. This provides a valuable method
for the field of fault diagnosis.

A novel model for diagnosing faults in HVCBs on the basis of GWO-gcForest is
introduced. The GWO algorithm is used for optimization of the critical parameters of
the gcForest model, effectively mitigating random fluctuations in the model’s output and
enhancing its generalization ability. By leveraging the power of the GWO algorithm, the
performance and reliability of the gcForest model are significantly improved.

Experimental results provide evidence that the proposed approach surpasses gcForest,
GWO-RF, and other models mentioned in this study with regard to accuracy. Even when
the data sample size is small, the proposed model maintains a high level of accuracy. In
addition, it also has good performance under unbalanced sample data, which proves the
efficacy and superiority of the method.

The model provides a feasible solution for fault identification of HVCBs, offering
promising application prospects. However, this study was conducted in the laboratory
under ideal experimental conditions. Improving the practical application of the project for
actual operation in the field is a problem that must be solved in our future work.
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