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Abstract

:

Featured Application


We present the ViPRAS system (Virtual Planning for Robotic-Assisted Surgery). It is the result of the project of the same name, in which we combine the advantages of collaborative virtual spaces with robot-assisted surgery. The system is designed to facilitate the surgical planning process through a virtual recreation of both the patient and the surgical robot. We believe this approach could improve surgical planning, allowing for better surgeries and thus better patient recovery.




Abstract


Robotic Assisted Surgery (RAS) represents an important step forward in the field of minimally invasive surgery. However, the learning curve of RAS is steep, and a systematic planning of surgical robot setups should be performed to leverage the features of RAS. For this reason, in this paper we show the design and implementation of a mixed-platform collaborative system, creating an interactive virtual shared environment that simulates RAS during the surgery planning phase. The proposed system allows one or more experts to plan together the different phases of an RAS-based surgical procedure, while integrating different levels of immersion to enhance computer-assisted training. We have tested our system with a total of four domain experts. Our results show that experts found the system excellent in terms of usability and useful to prepare and discuss surgical planning with RAS.
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1. Introduction


In recent years, the number of health-related computer applications has increased due to the improved technological capabilities of smart devices and the integration of highly interactive paradigms, such as virtual and extended realities (VR, XR). While VR allows user immersion in a pure virtual environment, XR is an umbrella term that covers different interaction paradigms that combine the real and virtual worlds [1]. In collaborative virtual shared spaces, the XR paradigm has the advantage that it allows direct vision of other people, as well as of other elements that can be of interest while collaborating, such as printed documents. However, the misalignment of the real and virtual worlds in XR might cause discomfort and/or distract focus from the virtual objects, which is not the case in VR. Other related interaction paradigms are Augmented Reality (AR), which combine the real and virtual worlds taking into consideration the spatial alignment between the two worlds, and Mixed Reality (MR), which is a continuum between a purely virtual and a purely real environment [2].



In this research, we focus on integrating a collaborative virtual environment in a mixed-platform fashion [3], to help surgeons perform the planning phase of Robotic Assisted Surgery (RAS). The learning curve of RAS is steep [4], and some phases, including the surgery planning, require specific training to leverage the features of these expensive devices [5]. Thus, it is of the utmost importance to help surgeons overcome these difficulties. Such mixed-platform architecture, which includes VR and XR interaction paradigms, can offer new points of view to observe virtual information representing the surgery process, so that instead of seeing it on a monitor, it can be displayed in the space around the user. In our system, the volumetric information (which can be derived, for instance, from a Computed Tomography scan) can be observed as if the patients themselves were lying on the surgery table, being able to hide irrelevant elements, highlighting those that are important, or taking measurements.



In this sense, we aim to improve the planning process of RAS, providing tools that allow overcoming the most difficult aspects of this type of surgery. Three key aspects have been identified: the positioning of the surgical robot (the trocars that are introduced into the patient and the robot arms), access to the first-person perspective of the surgeon, and the possibility of performing collaborative, even remote, planning with other specialists. The placement of the robot and the incisions through which the robot arms are inserted are key to the correct performance of the surgical process. To that end, we have designed and implemented a mixed-platform collaborative system, creating an interactive virtual shared environment that represents RAS during the planning phase. This virtual operation room allows one or more experts to plan together the different phases of the surgical procedure. Therefore, the main contribution of this work is not only a new virtual planning system for RAS, but also one in which users can design the placement of the robotic arms and check if the position is adequate from the point of view they will be in at the time of surgery, and all this in a collaborative way. It is important to emphasize that our work is not aimed at simulating the surgical procedure. Other works focus on the 3D reconstruction of internal soft tissues [6] in order to simulate surgery or aid surgeons during a surgical intervention. However, the focus of our work is to aid surgeons in the planning phase of RAS.



The paper is structured as follows: firstly, we review the state of the art in similar technologies, focusing on those aspects related to the current work. In the section dedicated to the materials and methods, we detail the design and the technical aspects of our implementation. The next section reports on the method of validating our system. Finally, we show the results, the discussion, and the conclusions.




2. Related Work


Training in robotic surgery entails two fundamental aspects: skill and knowledge [7]. While skill training is usually achieved using simulators, which allow the surgeon’s skills to be polished without putting a patient at risk, knowledge training usually involves recording RAS procedures and then displaying them as teaching elements. In both cases, the use of virtual 3D models, the interaction paradigms of mixed, virtual, extended, and augmented reality technologies, or even the use of printed 3D models, can play a relevant role [8]. In this regard, Virtual Surgery Planning (VSP) can be defined as the use of virtual information to improve the surgical planning process. VSP has been explored before in the academic literature, as in [9] where VSP was used to aid robot-assisted laparoscopic partial nephrectomy, or in [10] where VSP was used in mandibular reconstruction. Both works rely solely on virtual 3D models and do not exploit complex interaction mechanisms like those we propose. However, both works conclude that VSP is viable and can improve the ability of surgeons to plan surgical procedures. Some other academic works have explored the use of virtual models for RAS planning, such as [11], where IRISTM is used and assessed. This proprietary system enables physicians to view a 3D model of the patient anatomy on which they will be operating and helps devise a plan for the procedure. The authors conclude that virtual planning can predict most of the operative findings in robot-assisted nephrectomy. In contrast to what we propose, none of these three works are collaborative.



As reported in the literature, the use of VSP can help decide the type of surgical approach [12], understand the depth of a tumour [12], identify the best positions and orientations for the trocars [13], increase the surgeon’s confidence [8], or even predict the outcome of the surgical intervention [11]. Moreover, the possibility of collaborative or even remote planning can significantly increase its benefits, optimizing the surgical process and allowing better interdisciplinary communication [14]. However, most of the works published in the academic literature focus on non-collaborative applications. There are, nevertheless, some exceptions. For instance, in [15], a collaborative VR environment to assist liver surgeons in tumour surgery planning is presented. The system allows surgeons to define and adjust virtual resections on patient-specific organ 3D surfaces and 2D image slices, while changes in both modalities are synchronized. Additionally, the system includes a real-time risk map visualisation that displays safety margins around tumours.



Another work in which collaborative planning is proposed is [16]. The authors use a collaborative face-to-face system using MR devices in which various surgeons can jointly inspect a 3D model of the target tissues in cases of laparoscopic liver and heart surgery. This application includes tools for model transformation, marker positioning, 2D medical image viewing, and section planes. However, the collaboration is in situ and is symmetrical, unlike ours, which can be either symmetrical or asymmetrical and can be both in situ and remotely.



There are other works that apply collaborative MR to the surgical field. For instance, the ARTEMIS system proposed in [17] enables skilled surgeons and novices to work together in the same virtual space, while approaching the problem of remote collaboration through a hybrid interface: on the one hand, expert surgeons in remote sites use VR to access a 3D reconstruction of a patient’s body and instruct novice surgeons on complex procedures; on the other hand, novice surgeons in the field focus on saving the patient’s life while being guided through an AR interface. This work is interesting because it combines AR and VR, but focuses on surgical telementoring and not on surgical planning for RAS, as we propose. Similarly, in [18], the benefits of an AR-based telementoring system on the coaching and confidence of medical personnel are explored. Among others details, the authors discovered that the system allowed the performance of leg fasciotomies with fewer errors. Other works involving AR collaborative work are discussed in [19]. In [7], a method is proposed for performing virtual annotations on RAS videos, so that certain elements of the surgical process are tracked and highlighted during the teaching sessions.



In a similar way to the works in [15,16,17,18], our system allows collaboration in a virtual world, but additionally allows different interaction paradigms (including high, medium and low levels of immersion [20]) and the possibility to collaborate both in situ and remotely. Additionally, very few tools are aimed at surgery planning. In this sense, it is worth mentioning that the work described in [16] does aim at surgery planning with the use of an MR environment. The study includes the results of a qualitative user evaluation and clinical use-cases in laparoscopic liver surgery and heart surgery. The authors report a very high general acceptance of their system. Similarly, our work focuses on surgery planning but for RAS—unlike [16] which focuses on laparoscopic surgery—where training in both knowledge and skills is of interest, and also considers a mixed-platform approach. Thus, we bring new insights into collaborative RAS planning mediated with different levels of immersion, because, to the best of our knowledge, this is the first asymmetric collaborative mixed-reality system that enables surgeons to perform virtual surgery planning of robot-assisted surgery.




3. Materials and Methods


This section describes the proposed system, focusing on the architecture, the technology used, the interaction paradigm of each platform, and the visualisation tools and functionalities available.



3.1. System Description


All of the components of the proposed virtual RAS planner focus on being able to perform the surgical planning process, which is recreated by means of a virtual operating room. The virtual operating room includes an operating table and a 3D model representing the patient. Our work is focused on RAS-type surgeries as it includes tools capable of simulating the placement of a surgical robot on a virtual patient represented by a segmented 3D model. To create a versatile system that can adjust to each clinical case, segmented 3D models generated from medical images can be imported. For this demonstration, a medical CT image study of the abdominal area from The Cancer Archive Imaging (TCIA) open repository was used [21]. The 3D model of this case was segmented using the open software Slicer [22] and the automatic segmentation tool Total Segmentator [23]. This tool can segment more than 100 different tissues in the human body from CT images. However, the ViPRAS system can also accept models from other software as long as the 3D model meshes are in STL or OBJ format, both widely known 3D file formats. Figure 1 shows a snapshot of the virtual RAS planner. It is important to highlight that our system is able to show a generic scenario that can be used as a teaching resource but can also represent a real clinical case of a particular person who is about to be operated on. This way, the surgeons have customised 3D models of the patient and are able to study their case and plan the surgical intervention accordingly. This of the utmost importance for the success of the surgical process.




3.2. Architecture


Our collaborative system is designed to be simultaneously accessible from multiple types of computing platforms: PC, tablet, VR, and XR. VR devices, such as Meta Quest 2 [24] or HTC Vive [25] allow an immersive experience but prevent interaction with real elements. XR devices such as Microsoft HoloLens 2 [26] also allow navigating through the virtual world, but the experience is not as immersive, allowing the real world to also be seen.



All devices must maintain a stable connection to the Internet during the use of the application. In the case of VR and XR devices, the OpenXR standard is used to increase the compatibility of the system with the largest number of devices. Unity3D [27] was chosen for development and visualisation.



Regarding the communication system, Photon Engine [28] technology is used for the creation of the shared space. The system is based on the serialization of the states of the objects of the virtual world, being updated only when any alteration has occurred. This architecture reduces the communication and data processing load, favouring a high frame rate and low latency (crucial aspects in VR and MR devices). Figure 2 summarizes the architecture. As can be seen, the system includes local storage where the customised segmented 3D model is stored alongside all the annotations that surgeons may make. This local case data storage will also be used to save information about the planning process generated by the surgeons. The collaborative experience is managed through a collaborative Photon On-Premises server application. The server requires a standard PC with a Windows 8 (or higher) operating system and a reliable internet connection. This structure ensures that clinical data never leaves our network, as it may contain sensitive patient information. The server is configured for load balancing up to a maximum of 10 attendees per room. If the maximum number is reached, the user will be directed to an anteroom where he/she can wait until the main room is free or create a duplicate of the main room where the case can be analysed in parallel. During remote collaboration sessions, the same server is responsible for activating and managing the voice channel that broadcasts conversations between users. To ensure correct transmission of voice messages, the system can filter messages from white noise to transmit only the speech sections. This implementation favours overall load balancing on the server. Finally, the system can be accessed from different devices, so that each user has a different avatar and controller system. The collaboration is asymmetric because not all the devices have the same interaction capabilities, as explained in the next section.




3.3. Interaction


Our virtual RAS planning software presents a different interaction system for each of the platforms on which it is available, in order to get the most out of each of them. The goal of all these interaction systems is to provide an easy-to-use application with a light cognitive load for the user. As can be seen in Figure 3, the PC platform employs a keyboard and mouse-based interaction while tablets use device-specific input systems to avoid dependence on additional equipment. In the case of immersive VR devices, a solution using the controllers of the VR platform is chosen. These allow the user to interact with the elements of the scene with high precision thanks to their tracking capabilities that allow casting virtual beams. In addition, the controllers have a set of buttons that can be used to assign specific quick actions to the currently activated tool or for generic system actions, such as resetting the position of the tool to the current position. In the case of XR, hand tracking and gesture detection are used to interact with the virtual elements. This may require more time for novice users to adapt to the device; however, users are only required to wear an HMD on their head, leaving their hands free in case they need to use them for any other task. This is important as XR devices render virtual elements on top of a view of the real world, so the specialist is free to consult any other data and interact with it, without the need for it to be previously introduced into the system.



Regardless of the platform used to access the collaborative experience, all users will have a pointer system which enables them to accurately transmit information of interest to the other attendees. This tool can be activated or deactivated according to the user’s needs at any given moment, and its control will be adjusted to the capabilities of the platform used. Each user will be assigned a representative colour in the initial connection phase so that each of the pointers can be clearly distinguished in situations where more than one user is using this interaction tool.



The user is represented in the operating room by an avatar, which has a different representation system depending on the level of immersion offered by the platform used by each user. In addition, this avatar will allow the rest of the users to visually capture data such as the user’s name, their representative colour, or their transformation in the virtual space. Thanks to the tracking systems included in the high and medium immersion devices, the avatar faithfully represents the movements of both the torso and the arms, allowing the rest of the users to visualise gestures or direct interactions with the environment. However, in low immersion devices, avatar positioning is governed by the transformation of the user’s camera, prioritising the user’s point of view as the information to be shared visually. Figure 3 summarizes the interaction mechanisms that each of the devices can provide. Regardless of the platform used, each user can hear the 3D sound of other attendees through the shared virtual space during remote sessions. Users can locate the speaking avatar just by its voice, without having to look away from the task at hand. This technique enhances the feeling of immersion for users.



It is important to note that the collaboration is asymmetric, providing a control mode that is tailored to each type of compatible device. All users can use all tools, regardless of the platform they are using, although with some devices (particularly those that can offer a high level of immersion; see Figure 3) the different capabilities offered by the ViPRAS system are easier to use. The control of the different tools is adapted to the native interaction of the device, making the behaviour more natural and taking advantage of the benefits of each platform. The authors of [29] analyse the comparison between a symmetrical versus an asymmetrical collaborative system for data analysis between PC and VR devices. The results demonstrate the importance of the UI/UX design being adapted to each platform and its impact on reducing the mental workload required to complete tasks. Therefore, it is crucial to develop a system that can be easily adapted to various platforms. This approach was followed in the design of interaction systems and avatars for each platform, as described in the following section.




3.4. Tools for Surgery Planning


In order to be able to carry out the surgical planning collaboratively, several tools have been included in the virtual planning application for customising the visualisation of the elements of the 3D segmented model. Among them is the section planes tool, with which users can freely place different planes to obtain a 2D cross-section view of the patient. This tool makes it possible to replicate the characteristic visualisation of the medical image by bidimensional slices using either the anatomical planes (axial, coronal, sagittal) or any custom plane, since the application includes a free transformation plane that makes it possible to obtain slices at any angle and position. On high and medium immersion platforms, users can directly “grab” the geometry of the cutting plane in order to bring more realism and precision to their positioning. Figure 4 shows this tool.



It is also worth mentioning the surgical target tool, which automatically performs visual transformations of all elements within the radius selected by the user, with the element marked as the target as the centre. This tool makes it easy to visualise structures and volumes that may be in contact or even embedded within the surgical target, as in the case of tumours with nearby structures. Objects located outside the area indicated by the user are deactivated so as not to obstruct the view of the main area. Two visualisation modes can be applied to the remaining elements, always alternating between solid and transparent materials. The solid mode allows the selected element to be drawn as the surgical target with total opacity while the rest of the visible elements are painted with the level of transparency selected by the user. In transparent mode, the inverse configuration is established, with the surgical target being the element displayed with transparency. Figure 5 shows this tool.



In RAS, the positioning of the trocars is of great importance as it determines the workspace of the surgeon during the intervention. This process is performed “blindly” by the surgeon as the patient’s skin occludes all internal tissues. To be able to plan this aspect, a “virtual trocar” tool is included to simulate its placement, the best position of the patient, and the different configurations. In addition, users can easily change their viewpoint to switch to the RAS console view as if they were using the real robot. From the point of view of the robot, it is possible to activate the virtual robotic arms to simulate the workspace that would be available to the surgeon with the configuration of the robot that is currently selected. The movement of the robotic arms is performed by the movement of the controllers, while the clutching function is mapped to the controller buttons. Figure 6 and Figure 7 show the “virtual trocar” tool. Figure 8 shows this feature with a generic RAS simulator that allows surgeons to check the kinematic constraints of the robot arms and identify potential collisions between the arms of the robot and the anatomy. This RAS simulator was also used in [7]. With this important tool, the surgeons can improve the planning process.



As seen in Figure 1, our collaborative system allows the use of skin deformation due to inflation in the abdominal area, in order to aid in the trocar placement process. A projection system is used on the inflated skin to identify the entry point and direction of the trocar during positioning and configuration. However, our system utilizes rigid segmented 3D models and does not involve the use of deformable meshes to adjust tissue positioning based on inflation levels in other organs different to the skin.



Finally, meeting functions have been added, allowing the position and point of view of any of the users in the room to be replicated (see Figure 9). Thus, the different participants in the planning process can navigate directly between the points of view of other participants, being able to visualise and understand precisely the elements that other participants highlight. In turn, each participant can invite the other users for an explanatory meeting. Once the invitation has been accepted, the users are automatically transferred so that they share the same viewpoint as the presenter during the meeting, as if it were a virtual tour. With this functionality, users can focus on conveying and understanding the information rather than navigating the scene.





4. Experimental Study


An experiment was conducted to validate the system for clinical practice at Hospital General de Valencia, Spain. For this purpose, four domain experts were recruited, three men and one woman. All of them were experienced surgeons of this hospital, with more than two years of experience performing surgical procedures with a Da Vinci X surgical robot [30]. Informed consent was obtained from all four experts.



For the assessment process, two devices were used: a Microsoft HoloLens 2, as an example of an XR device, and a Meta Quest 2, as an example of an immersive VR device. All four experts used both devices. A third person, not included in the assessment process, was also present in the virtual space using a laptop, in order to add complexity to the collaborative experience and project this third view onto a big screen so that all external observers were able to see the use of the tool. Finally, another PC was used as a server to host Photon. Figure 10 shows a picture of the experimental validation, in which we presented to the surgeons a virtual patient with a complex tumour in the abdominal wall that infiltrated adjacent tissue, in order for them to assess the use of the collaborative virtual RAS planner.



The procedure followed during the experimental session consisted of the following steps:




	
Short briefing about the interaction of each platform and the use of the tools.



	
Free collaborative session with a 3D model segmented from a CT scan of the abdomen, where the following steps were conducted:




	
First, experts #1 and #2 tested the system simultaneously for 15 min, one with the XR platform and the other with the VR platform.



	
Then, experts #1 and #2 exchanged platforms and repeated the testing.



	
Afterwards, experts #3 and #4 tested the system simultaneously for 15 min, one with the XR platform and the other with the VR platform.



	
Finally, experts #3 and #4 exchanged platforms and repeated the testing.








	
The four experts filled in an online questionnaire to assess the proposed system.








To assess the usability of the tool, the SUS questionnaire was used [31]. In questions SUS-1 to SUS-10, the range 1–5 means: 1: strongly disagree, 5: strongly agree, where odd questions are formulated in a positive way (thus, the best possible score is 5) and even questions are formulated in a negative way (the best possible score is 1). To assess the tools of the application in a more specific way, we also used a satisfaction questionnaire, in which we asked eight specific questions tailored for this application. This questionnaire focuses on the tools provided by the application and on the usefulness of the collaborative use of the virtual planner. Table 1 lists the questions of the satisfaction questionnaire, which were asked in a 7-point Likert scale (1: strongly disagree, 7: strongly agree).




5. Results


Table 2 depicts the detailed results of the SUS questionnaire. As can be seen, the resulting SUS score is 83.75, which can be considered excellent, according to [32]. Domain experts do not seem to have usability problems with the application, since none of the answers report an unexpected negative result.



Table 3 depicts the results of the satisfaction questionnaire. We can also report a positive assessment by the domain experts, since all but one question provides a mean result that is higher than 6. The differences between the four experts are small, which means that they agree on the usefulness of the proposed tools. The three specific tools that are assessed in this questionnaire (section planes, surgical target, and virtual trocar) are positively perceived by the domain experts, especially the “section planes” tool. Q8 shows the poorest results since some of the domain experts already had a grasp of the potential benefits that virtual environments can provide to the surgical field. Q3 and Q4, which measure the collaborative aspects of the application, are also positively answered, which means that, despite the asymmetry of the mixed-platform collaboration and the potential complexity of such a heterogeneous shared space, surgeons think they can leverage these shared asymmetrical capabilities.



Domain experts also commented on the reasons for their answers. All of them agreed that navigation in VR was “very easy to use”, because it resembles the use of the surgical robot. They all liked the first-person perspective of the trocar. One participant regarded this option as “very useful”. They also considered it useful to collaborate with other people in a virtual shared environment, something they did not consider as possible for the planning task. Finally, they also reported that the visualisation of the tissues was “confusing when the point of view was inside the body”.



Overall, the impression of the domain experts is that the application is useful for preparation and discussion of surgical planning with RAS. They suggested incorporating the visualisation of medical imaging into the application, in order to better tailor the surgical planning process to each patient. They also suggested adding the possibility of introducing annotations. These features and an improved tissue visualisation will be added to the system soon as we prepare a full-scale evaluation with a larger population and a real-case scenario.




6. Conclusions and Future Work


The role of RAS in surgical practice is becoming increasingly important. This type of surgical technology has peculiarities that make RAS planning different from other types of surgery. In addition, the use of new technologies can help facilitate the surgical planning process for this type of procedure. Therefore, it is necessary to provide tools customised for this type of procedure to facilitate surgical planning. For this reason, this article presents a collaborative MR-based tool that allows one or more experts to plan together the different phases of an RAS-based surgical procedure. The proposed system is a mixed-platform collaborative virtual recreation of a surgery room and allows multiple users to work together, both locally and remotely, using different interaction tools and computing devices. To the best of our knowledge, this is the first mixed-platform asymmetrical collaborative virtual RAS planner published in the academic literature.



An experimental test with four RAS domain experts was performed with good results. None of the users had problems using the application, and the researchers observed that all of them were pleasantly surprised by the proposed tools. The results obtained from the evaluation support this initial impression, since the mean usability score is 83.75 and the answers obtained from the satisfaction questionnaires were also positive. Nevertheless, we acknowledge that our research is still in TRL5 [33] and a validation process with a larger number of participants would be required to deploy our system for surgical planning experiences in hospitals.



After this initial success, we plan to deploy the system in an operational environment and perform a more extensive validation to reach TRL7 and begin to introduce it in real environments. Thus, future work includes the evaluation of the tool with a larger group of domain experts. This is, of course, difficult because this surgical technology is not widely available and it is not easy to find surgeons that have expertise in RAS. As the domain experts suggested, future work will also include incorporating medical imaging into the application, in order to tailor the surgical planning process to each patient. We will also introduce annotations in order for the surgeons to introduce textual and audio information into the system, so that all the comments and steps agreed upon by the surgical team can be properly recorded and subsequently consulted by any surgeon. It is also important to emphasize that our system could be used for laparoscopic surgery too, although this technique presents differences in the approach, and there are also different types of laparoscopy, so it would be necessary to adapt the system for each type.
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Figure 1. The proposed virtual operation room for RAS planning. 
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Figure 2. System architecture. 
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Figure 3. Mixed-platform feature list of the virtual RAS planner. 
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Figure 4. Section planes tool, where users can interact directly with the planes, visualising the internal structures of the sectioned elements. Each of the elements that make up the segmented 3D model are independent interactive elements so that each user can modify their visual configuration between solid, transparent, or hidden format. This feature allows users to freely configure which view is optimal at any given moment. In order to facilitate the task of visual configuration of all the elements that compose it, a set of tools has been created to automate the processes. Firstly, a configurator has been designed to automatically apply the type of visualisation selected by the user to all the elements of the model that share the selected type of tissue. The configurations tool has also been implemented, which allows the visual state of all the elements of the segmented 3D model to be saved so that it can be applied directly in any subsequent phase. 
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Figure 5. Surgical target tool, where (a) shows the segmented 3D model before applying the tool; (b) the surgical target is activated in solid mode, applying solid visualisation to the selected target element and transparent visualisation to all structures within the radius of action; (c) a reduction of the radius is applied; (d) the surgical target is activated in transparent mode, applying transparent visualisation to the selected element and solid visualisation to all structures within the radius of action, to see if the adjacent structures are inserted in the surgical target. 
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Figure 6. Virtual trocar tool, with which users in XR mode can freely position the trocar directly with their hand movements. All participants in the room can visualise in real time the first-person view of the robot that would be obtained thanks to the trocar pose. 
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Figure 7. Virtual trocar tool, with which users in VR mode can freely position the trocar directly with 6-DOF VR controllers. As in the XR case, all participants in the room can visualise in real time the first-person view of the robot that would be obtained thanks to the trocar pose. 
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Figure 8. Two different snapshots of the console view of the virtual trocar tool after activating the virtual robotic arms. A simulated version of the console of the robot is utilized. The view also includes the robot arms, which can be moved to check the dexterity and workspace of the surgical tools. 
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Figure 9. Meeting functions, with which each user can share their point of view and use that of others. 
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Figure 10. Experimental validation. 
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Table 1. Satisfaction questionnaire.
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	Question
	Question Text





	Q1
	I think that the application could be useful for the planning of robotic surgery interventions.



	Q2
	I have a good understanding of the virtual contents shown in the application.



	Q3
	Collaboration between the different participants in the virtual shared space provided by the application is easy.



	Q4
	Collaboration between the different participants in the application would allow surgeons to better coordinate their surgical planning actions with RAS.



	Q5
	The “Section Planes” tool could be useful in surgical planning with RAS.



	Q6
	The “Surgical Target” tool could be useful in surgical planning with RAS.



	Q7
	The “Trocar” tool could be useful in surgical planning with RAS.



	Q8
	My impression of the use of collaborative virtual environments in surgery has changed after having experienced the application.










 





Table 2. Results of the SUS.
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	Question
	Expert #1
	Expert #2
	Expert # 3
	Expert #4
	Mean





	SUS-1
	4
	5
	5
	4
	4.50



	SUS-2
	2
	2
	1
	1
	1.50



	SUS-3
	4
	5
	3
	5
	4.25



	SUS-4
	3
	2
	4
	2
	2.75



	SUS-5
	4
	4
	5
	5
	4.50



	SUS-6
	2
	2
	1
	1
	1.50



	SUS-7
	4
	4
	3
	4
	3.75



	SUS-8
	2
	1
	1
	1
	1.25



	SUS-9
	5
	5
	4
	5
	4.75



	SUS-10
	1
	2
	1
	1
	1.25



	SUS Score
	77.50
	85.00
	80.00
	92.50
	83.75










 





Table 3. Results of the satisfaction questionnaire.
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	Question
	Expert #1
	Expert #2
	Expert # 3
	Expert #4
	Mean





	Q1
	7
	7
	7
	6
	6.75



	Q2
	7
	7
	6
	7
	6.75



	Q3
	6
	6
	6
	6
	6.00



	Q4
	6
	7
	7
	6
	6.50



	Q5
	7
	6
	7
	7
	6.75



	Q6
	6
	6
	7
	5
	6.00



	Q7
	6
	6
	7
	6
	6.25



	Q8
	5
	5
	7
	4
	5.25



	Mean
	6.25
	6.25
	6.75
	5.88
	6.28
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