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Abstract: A void behind the lining in a tunnel is considered to be a critical condition as it can
significantly impair the tunnel service life. In this study, we adopted the impact-echo (IE) method to
detect the voids. We designed two test conditions (tunnel lining with and without a void) for our
experiments performed in a laboratory environment. The influences of void size and impact-void
position were analysed using numerical simulations. The vibration response signals were analysed
in the time, frequency, and time–frequency domains using various signal analysis approaches. The
results were comparatively analysed to determine the best approach for void detection. The study
helped establish that a tunnel void can be evaluated through the vibration energy (amplitude and
duration) in the time domain, the resonance frequency and dynamic stiffness in the frequency domain,
and the energy distribution in time–frequency domain. The wavelet transform analysis is the most
appropriate method to observe the energy flow during the state changing and the dynamic stiffness
method can determine the void position precisely.

Keywords: non-destructive test; impact-echo method; tunnel void; experimental model; numerical
simulation; signal analysis

1. Introduction

With the rapid development of railway and highway constructions, the number of tunnels increases,
nevertheless, because of the complicated geological conditions and inappropriate constructions, the
tunnel diseases such as the lining cracks, tunnel leakage, vault roof slab, voids behind the lining, etc.
are also increasing. Particularly, a void located behind the lining in a tunnel may cause leakage and
deformation of the surrounding rocks that can significantly impair the tunnel service life.

The non-destructive testing (NDT) methods commonly adopted for the investigation of a
tunnel void includes ground-penetrating radar (GPR) [1,2], ultrasonic resilience method [3], infrared
photographing technology of temperature field [4], etc. Similarly, impact-echo (IE) is one another
widely used NDT method to detect the piles [5] and other engineering structures [6], and it is also
employed to detect the voids behind a tunnel lining. This method is especially known for locating the
voids in the very early stage of evaluation whereby the stress waves get reflected between the interfaces;
accordingly, the IE method is based on the analysis of the vibration response signal. Ni et al. [7]
assessed the quality of long drilled piles, such as the pile length, by analysing the test results in time
domain and time–frequency domain. Cheng et al. [8] used the transfer function simulated by the IE
method to analyse the bond condition of the concrete and substrate layers. The effect of the acoustic
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impedance and thickness of the substrate layer on the simulated transfer function was analysed in
the frequency domain. Aggelis et al. [9] reported the effectiveness of grouting through a study that
combined the time domain characteristics, spectral content, and wavelet transform. Song and Cho [10]
analysed the response signals in the time–frequency domains through short-time Fourier transform
(STFT) to evaluate the bonding state of tunnel shotcrete. They also studied the effects of the ground
types, thickness of the shotcrete, undulating surfaces, and impact sources in both frequency and
time–frequency domains [11]. Davis et al. [12] calculated the dynamic stiffness, mobility and damping,
and peak/mean mobility ratio of the tested concrete elements to evaluate the tunnel lining grouting.
Ryden et al. [13] evaluated the quality of backfill material in the segmental lining of a tunnel based on
the IE amplification factor (Q-factor).

In a previous study, the IE method was used to study the grouting quality, the tunnel shotcrete
bonding state, the material quality, etc. The response signals derived from IE method were analysed
in the time, frequency, time–frequency domains using various methods such as Q-factor, dynamic
stiffness, STFT, etc. The methods of analysis and the aspects of the response signal were selected based
on the quality or bonding state of the material under study. Various analysis methods were used
to analyse the properties of the data obtained by the IE method. They are usually compared in the
situation of detecting the bonding state or the material quality. However, the tunnel structure that we
studied in this article is in a complex loaded situation compared with the structure mentioned above
such as the concrete slab. Accordingly, in order to study the specific aspects of the tunnel lining and
to select an appropriate method of analysis to detect the void behind tunnel lining, it is necessary to
apply various methods and analyse the test results. The properties and applicability of these methods
should be compared.

In this paper, to compare different types of signal analysis method for detection of tunnel voids,
an experimental study was first performed to compare two conditions, tunnel lining with and without
voids. The responses were then analysed in the time, frequency and time–frequency domains using
several methods that include fractal box-counting dimension for time history analysis, dynamic
stiffness, STFT, wavelet analysis, and Hilbert Huang transform (HHT). Then, the influences of void
size and impact-void position were calculated using numerical simulations. It was ensured that the
best methods were used for numerical analysis.

2. Experimental Study

2.1. Experimental Outline

Impact echo method is based on the stress wave that is excited by an impact force. During the
impact echo test, an impact force is applied on the surface of the structure by a hammer. The generated
stress waves which include the body waves (P wave and S wave) and the surface wave (Rayleigh
wave) propagate in the structure. Reflections and refractions happen at the interface of two media
with different wave impedance. The reflectional signals are then collected by the sensor adjacent to the
impact point. The P wave propagates faster than other types of waves, and if the transducer is placed
close to the impact point, the response is dominated by P-wave echoes [14]. The signals are recorded
and restored by the data acquisition instrument and are analysed in the computer. The response signals
are analysed in the time domain, the frequency domain and the time–frequency domain. Finally, the
property of the structure, such as the location of void and the thickness of the structure [6], can be
detected from the patterns of waveform versus time and spectra versus frequency. The test flew is
shown in Figure 1.
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When the IE method is used to detect the thickness of a slab structure, the excited P wave reflects
in the slab structure repetitively, which forms a periodic modal related to the thickness of the slab. In
turn, the resonance frequency corresponding to the thickness occurs. Therefore, the thickness of a slab
structure can be detected by the thickness frequency according to the IE method. When there is a
void in the slab, the excited frequency needs to be higher than the thickness frequency. For example,
if the velocity of the P wave is 4000 m/s and the depth of the void is 0.2 m, the resonance frequency
is calculated as about 10 kHz, which should be contained in the excited frequency range. Therefore,
when a void is inside the slab structure, another resonance frequency corresponding to the void can be
seen except for the resonance frequency related to the thickness. Then the void can be detected by the
IE method by observing the resonance frequencies.

In the situation of detecting voids behind the tunnel lining, the resonance frequencies of the
conditions with and without void will be the same, which are both related to the thickness of the tunnel
lining. Thus, the void cannot be detected by the difference in the resonance frequency. However, a
void can be recognised by IE method due to different responses caused by different reflective ratios.
The reflective ratios are caused by the distinct difference in the wave impedance among tunnel lining,
soil and air. The wave impedance Z is expressed as:

Z = ρVP, (1)

where ρ is density and VP is P wave velocity. For the P waves propagate from structure A to structure
B, the reflective ratio is expressed as:

R =
Ar

Ai
=

ZB −ZA

ZB + ZA
, (2)

where Ar is the reflected amplitude and Ai is the incident amplitude. When ZA is much larger than ZB,
the reflected ratio R is closed to −1, which means the amplitude of the reflected wave remains the same,
while the phase of the reflected changes. This situation happens at the interface of tunnel lining and
air, where almost all of the energy is reflected. When ZA is approximately equal to ZB, the reflected
ratio R is closed to 0, which means most of the energy propagates through the interface. This situation
is similar to the condition that the tunnel lining is tightly surrounded by the soil.

This section presents the design of a laboratory principle experiment (Figure 2), whereby different
signal analysis approaches were then employed to compare the vibration responses for the conditions
A and B.
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Figure 2. The basic principle of detecting the void behind tunnel lining by impact-echo (IE) method.

The experiment was carried out in a brick box of size 3.6 × 0.94 × 1.44 m3 (Figure 3a). A rockwool
material with a thickness of 0.1 m was placed inside the bunker to weaken the wave reflection at the
boundaries. The soil was filled into the bunker. The horseshoe tunnel models were buried in the soil.
The cross-sectional size of the tunnel model was 1:16 of a real railway tunnel and the thickness of the
tunnel model was 0.025 m (Figure 3b). The tunnel models were made of polyvinyl chloride (PVC)
material instead of the concrete. The material coefficients of the soil, the concrete, the PVC, and the
air are shown in Table 1. The wave impedance of the PVC and the concrete is within one order of
magnitude, which is much larger than the wave impedance of the air. This illustrates that the concrete
tunnel can be instead by the PVC, a cheaper material, in this principle experiment. Two different
conditions (A and B) were designed. Condition A referred to a tight contact between the tunnel lining
and the surrounding soils. The reflected ratio RA at the interface is −0.31. For Condition B, a void
behind the tunnel wall was modelled using a pre-embedded empty box of 285 × 145 × 155 mm3 placed
between the lining and the soil. The reflected ratio RB at the interface is −1.
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Table 1. Material parameters used in the principle experiment.

Material Density ρ/(kg/m3) P Wave Velocity Vp/(m/s) Wave Impedance Z/(kg/m2s)

Soil 2000 576 1.1 × 106

Concrete (C30) 2400 3691 8.8 × 106

PVC 1380 1500 2.1 × 106

Air 1.2 343 411.6

The test system consisted of a hand hammer, two unidirectional accelerometers, a data acquisition
instrument with 16 channels, and a computer. The hand hammer, consisted of a hammer head, a
force sensor and a hammer body, was used to apply an impact force on the tunnel model. The type
of the hammer is Dytran Dytranpulse™5800B4T, developed by the Dytran Instruments company in
California, USA. The head of the hammer is made by aluminium with the weight of 100 g and Young’s
modulus of 70 GPa. There is a special acceleration compensated piezoelectric force sensor in the
hammer head at the striking face, ensuring a smooth frequency spectrum, which is used to measure
the value of the impact force. The hammer has a sensitivity of 10 mV/lbf and a maximum force of
1000 lbf. The upper limit of the frequency range is 75 kHz. The type of unidirectional accelerometers is
LC0104, developed by LANCE in Ohio, USA. They are used to collect the accelerations perpendicular
to the tunnel lining, which has a sample frequency range of 0.5 Hz-9000 Hz, a sensitivity of 100 mV/g,
a resolution of 0.0002 g, and an acceleration range of 50g. The type of data acquisition instrument is
INV3018C, developed by the China Orient Institute of Noise & Vibration (COINV).

The testing point B was arranged at the tunnel lining behind the empty box on the right tunnel
model, while testing point A was arranged at the same location on the left tunnel model, as shown
in Figure 3a. According to the thickness and the P wave velocity of the tunnel lining in the test, the
thickness resonance frequency is obtained approximately at 28,800 Hz. Since the thickness frequency
of the two conditions is the same, this experiment of detecting the void behind tunnel lining does not
intend to focus on the amplitude of resonance frequency, but to analyse the dynamic responses of these
two conditions in a lower frequency range. The sampling frequency of the accelerometers is set at
2560 Hz. The impact points are 2 cm nearer to the testing points. For each condition, the impact was
repeated 10 times. For each time, the peak of impact force is controlled to be close to 400 N, and the
sampling frequency is 2560 Hz, as shown in Figure 4. It should be noted that the hammer should be
controlled to be perpendicular to the surface of the tested object. To obtain this goal, the coherence
function of the response and the force was calculated in each test. If the coherence function was close
to 1, the impulse force would be qualified. Otherwise, the data would be removed.
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2.2. Time Domain Analysis

Although the impact forces generated by the hand hammer are controlled within a range, the
signals still need to be normalized in order to compare the responses of different conditions. Each
impact force and its related response need to multiply by a coefficient Ci, which is obtained as:

Ci =
400

Fpeak
i

, (3)

where Fpeak
i is the peak value of the i-th test. Figure 5 shows the time-domain waveforms of the two

conditions, with an intercepted time duration of 0–50 ms. For Condition A, the waveform attenuates
smoothly with the amplitude almost decaying to zero in 10 ms. For condition B, an obvious secondary
peak occurs at 7 ms, while the minor peaks continuing until 15 ms. This phenomenon of a time-domain
waveform with a stronger reflection energy and a prolonged response is suggestive of the existence of
a void. It indicates that the stress waves reflect at the interface between the tunnel and the void, and
the reflective ratio of concrete–air interface is higher than that of concrete–soil interface.
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The vibration response can be analysed quantitatively using the fractal box-counting dimension
method. The concept of fractal dimension was proposed by Mandelbrot [15]. The vibration signal
is irregular but self-similar. It occupies a larger area than the one-dimensional line, smaller area
than the two-dimensional plane. Its fractal dimension is measured by creating multiscale covers
around the signal graph. Square boxes with side length (δ) are used to cover the signal waves on the
time-amplitude plane. Then, the number of covered boxes (N) can be obtained (Figure 6). The fractal
dimension is defined as:

D = −lim
δ→0

lgN
lgδ

, (4)
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For the measured response signals in this paper, square boxes of a series of side lengths (δ1, δ2, · · · ,
δn) were used to cover the signal waves on the time-amplitude plane, and then a series of covered box
quantities (N1, N2, · · · , Nn) would be obtained. The minimum δ should be larger than the sampling
interval ∆t, because the signal wave was a straight line on every sampling interval. After calculating
the fitting line of (−lgδ − lgN), the fractal dimension would be obtained as the slope of the fitting line
(Figure 7).
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The results show that the fractal dimensions of the conditions A and B are 1.221 and 1.288,
respectively. This illustrates that when the waveforms of the two conditions are in the coordinate
system, with the same time scale and the same amplitude scale, the waveform B is more complicated.
Therefore, when the void exists, the fractal dimension is larger, and the waveform in the time domain
is more complicated.

2.3. Frequency Domain Analysis

Figure 8 shows the frequency spectra of ten test runs conducted on each of the two conditions. In
condition A, all the spectra are similar, and a dominant frequency of approximately 690 Hz is observed.
The amplitudes increase steadily between 0 and 500 Hz. In condition B, larger differences among the
tested spectra are observed. The dominant frequency remains the same (~690 Hz) as that of condition
A. Besides, the amplitude fluctuates between 0 and 500 Hz with two additional peaks between 300 and
500 Hz. For each condition, the average frequency spectra of these test runs are calculated, except for
the incoherence test runs (test 1 of condition A and test 4 for condition B), as shown in Figure 8c. The



Appl. Sci. 2019, 9, 3280 8 of 18

amplitude of condition B is higher than that of condition A in the frequency range of 800 Hz–1100 Hz.
There are more dominant frequencies in condition B.
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The dynamic stiffness was also used to study the influential differences between the two conditions.
It expresses the resistance to deformation under the impact force [16]. In this test, dynamic stiffness
reflects the supporting performance of the tunnel-soil structure. The impact force F(t) and the obtained
acceleration response a(t) can be transformed into the frequency domain, using Fourier transform, as
F(f ) and a(f ), respectively. The acceleration response is expressed as the superposition of a series of
simple harmonic vibrations, so the amplitude of velocity can be represented as:

V( f ) =
a( f )
2π f

, (5)

The velocity admittance is defined as:

Gv =
V( f )
F( f )

, (6)

Then, the dynamic stiffness can be calculated by:

Kd =
2π f
Gv

=
2π f · F( f )

V( f )
, (7)

Figure 9 compares the Kd of the two conditions. The Kd in condition B is lower than condition
A. The reason is that the wave propagation in condition B is approximated as guided by a free-free
boundary condition while the wave in condition A is guided by a free-constrained boundary condition.
This phenomenon shows that the void existence can significantly reduce the dynamic stiffness in most
frequencies, which means it reduces the ability of the tunnel structure to resist the load.
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2.4. Time–Frequency Analysis

The frequency-domain analysis is widely used to research the frequency distribution of the signals.
However, it is only suitable to the stationary process, not for the non-stationary process. In other
words, the frequency domain analysis illustrates the frequency components of the signals but fails to
figure out the moment that a certain frequency component appears.

The time–frequency analysis expresses the signal as a function of both time and frequency using
the local transform. It helps understand changes in energy with both frequency and time upon the
occurrence of a certain frequency. The methods usually adopted for time–frequency analysis are
short-time Fourier transform, wavelet transform, Hilbert Huang transform, and so on.

2.4.1. Short-Time Fourier Transform (STFT)

The STFT is used to describe the frequency spectra of local signal sections changing over time.
The original signal is first divided into several sections with equal time length by an appropriate
sliding time window function η(t). These sections are approximated as stationary processes. Then, by
applying the Fourier transform from t to f to each section, the frequency spectra vary with time are
obtained. The STFT can be expressed as [17]:

STFTz(t, f ) =
∫
∞

−∞

z(t′ )η∗(t′ − t)e− j2π f t′ dt′ , (8)

where z(t′ ) is the original signal, η(t) is the window function centered around zero.
The width of the time window should be properly selected. For example, if a wide time window

is selected, the frequency resolution will increase, but the time resolution will decrease, which means
these frequency components can only be determined to appear in this wide time band, not a certain
instantaneous moment.

Figure 10 shows 3-dimensional (3D) graphs of the two conditions calculated by the STFT. For
condition A, three energy peaks can be observed at approximately 700, 900, and 1200 Hz. For condition
B, the number of energy peaks increases, and these peaks are all higher than those of condition A.
Among them, the energy peak at approximately 700 Hz is the highest. On the low-frequency band
between 0 and 100 Hz, the energy distributes widely along the time axis.
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In summary, when the void exits, the vibration energy becomes stronger, which is indicative of
increased reflections of the stress waves from the tunnel-air interface. In addition, more energy moves
to the frequency of approximately 700 Hz, which in turn becomes the dominant frequency. It can also
be seen that the low-frequency energy attenuates slowly when the void exists.

2.4.2. Wavelet Transform

Wavelet transform uses the mother wavelet function to express the original signal, which can be
expressed as:

WTz(a, b) =
1
√

a

∫
R

z(t)ϕ(
t− b

a
)dt, (9)

where z(t) is the original signal. The ϕ( t−b
a ) is the mother wavelet function. The a and b are the

scaling and translating parameters, respectively. The scaling parameter represents the dilation or
compression of the mother wavelet, and the translating parameter determines the mother wavelet
moving along the time domain. The dilative mother wavelet corresponds to low-frequency resolution.
The compressive mother wavelet corresponds to high-frequency resolution [18]. By calculating the
cross-correlation of the original signal z(t) and the mother wavelet function under different scales, the
frequency components are obtained. The moment that a certain frequency appears is obtained by
moving the mother wavelet along the time domain.

For the STFT, when the width of the time window is determined, the resolution of time and
frequency on the whole time–frequency range is constant. However, in signal analysing, the
high-frequency resolution is needed on the low-frequency range, while the high-time resolution
is needed on the high-frequency range. On this aspect, the wavelet transform meets the requirements
more closely.

Figure 11 shows the contour maps of the two conditions analysed by Cmor wavelet transform.
Except for the characters that are shown in Section 2.4.1 by STFT, new phenomena are found in
Figure 11. When the void exists, the frequency components between 1000 Hz and 1200 Hz appears
from 0 s to 0.005 s, which is the period of the primary peak in Figure 5. In addition, the frequency
components above 1200 Hz occurs from 0.005 s to 0.01 s, which is the period of the secondary peak in
Figure 5.



Appl. Sci. 2019, 9, 3280 11 of 18
Appl. Sci. 2019, 9, x FOR PEER REVIEW 11 of 18 

 
(a) Condition A 

 
(b) Condition B 

  

Figure 11. Time–frequency spectra by wavelet transform. 

2.4.3. Hilbert Huang Transform (HHT) 

The signal can also be presented in the time–frequency domain using the Hilbert Huang 
Transform (HHT). The HHT decomposes a signal into intrinsic mode functions (IMFs) along with a 
trend, and then obtains instantaneous frequency data. Compared to other transforms, HHT is more 
like an algorithm (an empirical approach) that can be applied to a data set, rather than a theoretical 
tool. The calculation of the HHT includes two steps: empirical mode decomposition (EMD) and 
Hilbert transform. By means of EMD, the acceleration data can be decomposed into different simple 
non-sinusoidal signals, called IMFs [19]. Each IMF is transformed into a time–frequency domain by 
Hilbert transform, and then the time–frequency spectrum can be obtained after the superposition. 

Figure 12 shows the time–frequency spectra of the signals analysed by HHT. The original signals 
were separated into several IMFs, and the first step of IMF was in the range of 600–1200 Hz. 
According to the previous analysis, the study would focus on the first-step IMF (600–1200 Hz). For 
condition A, the vibration energy peak is at 700 Hz and 5 ms, and the energy attenuates significantly 
after 5 ms, almost approaching zero at 10 ms. For condition B, there are two energy peaks, of which 
one appears at 1100 Hz and 3.5 ms, while the other one is at 700 Hz and 6 ms. The energy remains 
high until 10 ms. 

In summary, when the void exists, another vibration energy peak of 1100 Hz appears at 3.5 ms 
that is indicative of the reflection of the stress waves at the tunnel-air interface. This phenomenon 
also explains that the stress waves take longer time to propagate to the soil, which causes the energy 
peak of 700 Hz to appear 1 ms later in condition B. In addition, the vibration lasts longer when a void 
exists. 

 
(a) Condition A 

 
(b) Condition B 

  

Figure 12. The time–frequency spectrum. 

Figure 11. Time–frequency spectra by wavelet transform.

For the STFT, it could only be roughly determined when the frequency components appear
because of the low time resolution. However, for the wavelet transform, the moment that a certain
frequency component appears could be clearly figured out. This means that the wavelet transform can
tell more detail about the characters.

2.4.3. Hilbert Huang Transform (HHT)

The signal can also be presented in the time–frequency domain using the Hilbert Huang Transform
(HHT). The HHT decomposes a signal into intrinsic mode functions (IMFs) along with a trend, and then
obtains instantaneous frequency data. Compared to other transforms, HHT is more like an algorithm
(an empirical approach) that can be applied to a data set, rather than a theoretical tool. The calculation
of the HHT includes two steps: empirical mode decomposition (EMD) and Hilbert transform. By
means of EMD, the acceleration data can be decomposed into different simple non-sinusoidal signals,
called IMFs [19]. Each IMF is transformed into a time–frequency domain by Hilbert transform, and
then the time–frequency spectrum can be obtained after the superposition.

Figure 12 shows the time–frequency spectra of the signals analysed by HHT. The original signals
were separated into several IMFs, and the first step of IMF was in the range of 600–1200 Hz. According
to the previous analysis, the study would focus on the first-step IMF (600–1200 Hz). For condition A,
the vibration energy peak is at 700 Hz and 5 ms, and the energy attenuates significantly after 5 ms,
almost approaching zero at 10 ms. For condition B, there are two energy peaks, of which one appears
at 1100 Hz and 3.5 ms, while the other one is at 700 Hz and 6 ms. The energy remains high until 10 ms.
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In summary, when the void exists, another vibration energy peak of 1100 Hz appears at 3.5 ms
that is indicative of the reflection of the stress waves at the tunnel-air interface. This phenomenon also
explains that the stress waves take longer time to propagate to the soil, which causes the energy peak
of 700 Hz to appear 1 ms later in condition B. In addition, the vibration lasts longer when a void exists.

By means of HHT, a signal was separated into several sub-signals dominant in different frequency
ranges. As the key frequency band for the sub-signals could be studied individually, the stress wave
propagation and the frequency component distribution could be seen clearly, however, it is less holistic
because of the separation of the original signal.

The STFT and wavelet transform analysis to focus on the overall vibration energy in a
time–frequency plane that could be observed clearly. Similarly, the energy flow between different
conditions could also be studied clearly. In principle, unlike the STFT, the wavelet transform can
change the scale while analysing different frequencies of the signal. As a result, both high-time and
high-frequency resolution can be achieved using wavelet a transform. Based on these aspects, the
wavelet analysis method would be chosen for the following numerical study to analyse the signals in
time–frequency domains.

3. Numerical Study

The laboratory experiment compared the vibration responses of the two conditions (with and
without voids) using IE method. The approach proved to be more satisfactory in the experimental
study was employed in the signal analysis using the numerical model, whereby the size and the
position of the void were considered.

3.1. Numerical Model

A finite element (FE) model considering the soil, tunnel, and void on the soil-structure interface
was built in Midas GTS, shown as Figure 13. The material parameters are shown in Table 2. The
coordinate system based on the right-hand rule was shown, and the dimensions of the model were 84
× 84 × 40 m3. The external diameter of the tunnel was 6 m, and the thickness of the tunnel lining was
0.3 m. In order to simulate the wave shape, the size of the mesh needs to be divided smaller than 1/8 of
the smallest wavelength, which is expressed as:

∆l ≤
Vs

8 fmax
, (10)

where Vs is the shear wave velocity and fmax is the highest analysis frequency, which is 150 Hz in
this model. According to the equation, the element of soil should be smaller than 0.25 m and the
element of tunnel lining should be smaller than 1.88 m. In this model, the tunnel elements were set
at 0.3 m. The soil elements near to the top of the tunnel were set as 0.2 m, and the size was getting
bigger as the elements spread from the centre to the boundary of the model. The viscoelastic artificial
boundaries were applied to the model to simulate the infinite soil. The viscoelastic artificial boundary
is a continuous distributed parallel spring-damping system with calculated stiffness and damping
factors. Once these coefficients are input into the Midas GTS software, the equivalent spring-damping
elements will be applied on the boundary nodes.
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Table 2. Material parameters used in the numerical models.

Material
Young’s

Modulus
E/(kPa)

Poisson’s
Ratio v

Density
ρ/(kg/m3)

Compressive
Wave Velocity

Vp/(m/s)

Shear Wave
Velocity
Vs/(m/s)

Soil 475,000 0.32 2000 576 297
Tunnel lining 30,000,000 0.20 2400 3691 2260

In the experimental study, the effect of void size on the response was not considered. In contrast,
for the numerical study, four conditions with varying void sizes were designed as listed in Table 3. The
cross-sections of the voids were fan-shaped with different radius, and their longitudinal length was
kept the same as 4 m. An impact force signal was applied on the inner surface of the tunnel lining in
the model. The duration of the force was 0.0032 s, and the peak value was 88.26 kN. The frequency
range influencing the impact force was between 1 and 150 Hz (Figure 14). The vibration detecting
point was 0.1 m close to the impact point. To analyse the effect of the impact-void position, the impact
and response points were varied with reference to the centre of void along the outer surface of the
tunnel lining. The distance between the impact point and the centre of the void, represented by Dx
(Figure 13b), was varied from 1 to 6 m.

Table 3. Conditions with different void sizes.

Conditions Void Size/m3

Condition S0 0 (without void)
Condition S1 0.39
Condition S2 3.14
Condition S3 7.07

Appl. Sci. 2019, 9, x FOR PEER REVIEW 13 of 18 

 
(a) Cross section 

 
(b) Longitudinal profile 

Figure 13. Tunnel-soil FE model. 

In the experimental study, the effect of void size on the response was not considered. In contrast, 
for the numerical study, four conditions with varying void sizes were designed as listed in Table 3. 
The cross-sections of the voids were fan-shaped with different radius, and their longitudinal length 
was kept the same as 4 m. An impact force signal was applied on the inner surface of the tunnel lining 
in the model. The duration of the force was 0.0032 s, and the peak value was 88.26 kN. The frequency 
range influencing the impact force was between 1 and 150 Hz (Figure 14). The vibration detecting 
point was 0.1 m close to the impact point. To analyse the effect of the impact-void position, the impact 
and response points were varied with reference to the centre of void along the outer surface of the 
tunnel lining. The distance between the impact point and the centre of the void, represented by Dx 
(Figure 13b), was varied from 1 to 6 m. 

Table 3. Conditions with different void sizes. 

Conditions Void Size/m3 

Condition S0 0 (without void) 
Condition S1 0.39 
Condition S2 3.14 
Condition S3 7.07 

 

0.0 0.1 0.2 0.3

0

20

40

60

80

100

Fo
rc

e/
kN

Time/s  
(a) 

 
0 20 40 60 80 100 120 140 160

0.0

0.2

0.4

0.6

0.8

1.0

Am
pl

itu
de

Frequency/Hz   
(b) 

Figure 14. (a) Time history and (b) spectrum of the impact force. 

3.2. Effect of Void Size 

Figure 15 illustrates the time histories of the four void size conditions. For condition S0, the 
acceleration is relatively smaller with a peak value of 6.49 m/s2. For condition S1, the acceleration is 
larger with a peak value of 7.02 m/s2. This is because, part of the vibration energy is absorbed by the 
soil beside the void, and part of the energy reflects at the tunnel-void interface. For conditions S2 and 

Figure 14. (a) Time history and (b) spectrum of the impact force.



Appl. Sci. 2019, 9, 3280 14 of 18

3.2. Effect of Void Size

Figure 15 illustrates the time histories of the four void size conditions. For condition S0, the
acceleration is relatively smaller with a peak value of 6.49 m/s2. For condition S1, the acceleration is
larger with a peak value of 7.02 m/s2. This is because, part of the vibration energy is absorbed by the
soil beside the void, and part of the energy reflects at the tunnel-void interface. For conditions S2 and
S3, with the increase of the void size, the peak value is higher, which means more energy reflects at the
interface rather than transmitting into the soil. In short, as the void is larger, the peak value of the
waveform is higher, which means more energy is reflected back.
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Figure 16 shows normalised Fourier spectra of the four void size conditions. For condition S0, the
vibration amplitude distributes in a wide frequency range, and the dominant frequency is not obvious.
The normalised peak amplitude is approximately 0.50. With the increase of void size, the amplitude
increases, and the dominant frequency can be clearly observed. In general, as the void is bigger, the
frequency distributes a narrower range, and the dominant frequency at 90 Hz is more obvious.
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Figure 17 illustrates that the dynamic stiffness varies with frequency for the four conditions. With
the increase of void size, the dynamic stiffness decreases in almost all the frequencies.
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Figure 17. Dynamic stiffness analysis.

Figure 18 shows the colour contours of the wavelet spectra for the four void size conditions. With
the increase of the void size, the spectrum becomes larger, and an increasing energy concentration
can be obviously found. More energy tends to concentrate over 80–120 Hz, which in turn becomes
the dominant frequency band. The vibration duration is longer especially in the range of 60–120 Hz.
While the frequency is lower, the vibration energy lasts longer.
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When the impulse force is applied to the tunnel, the P wave propagates into the structure as a
semi-spherical wave. Figure 19 shows a sectional draw of the reflection of the stress wave with different
void sizes. According to the wave impendence introduced in Section 2.1, there is a strong reflection
(red part) in the tunnel-void interface and a weak reflection (blue part) in the tunnel-soil interface.
While the void becomes larger, the angle of the red part is larger, which means more energy reflects
back and the attenuation lasts longer. This may cause the spectrum becomes larger in proportion to the
void size.
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3.3. Effect of Distance between Impact and Void Position

When the impact location is far from the void, the void existence is not distinctly recognised.
Accordingly, in this subsection, different impact positions were analysed. The distance between the
impact location and the void centre was defined as Dx, which was varied from 0 to 6 m for the different
void size conditions. Figure 20 shows the dynamic stiffness Kd of the responses. The average values of
the dynamic stiffness were calculated in the range of 20–100 Hz due to the steady amplitudes.
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Figure 20. Dynamic stiffness of different void positions.

For condition S0, Kd is not affected by Dx. When Dx changes from 0 to 1 m, in the range of void
size, Kd for condition S1 decreases slightly, while for conditions S2 and S3 increase slightly.

For conditions S1, S2, and S3, when Dx changes from 1 to 3 m, Kd increases significantly. That is,
the dynamic stiffness changes quickly when the impact point moves through the void edge. When Dx
changes from 3 to 6 m, Kd increases slowly. The dynamic stiffness for void conditions becomes almost
the same as that of the non-void condition when Dx reaches to 6 m.

4. Conclusions

To investigate the effect of a void behind a tunnel lining using the IE method, both experimental
and numerical studies were performed. The different signal analysis approaches were compared, and
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the influence of the void size and impact-void position were analysed. The following conclusions can
be drawn:

• In the analysis of the vibration response in the time, frequency, and time–frequency domains,
the fractal box-counting dimensions and dynamic stiffness can be used for void recognition
quantitatively, and the wavelet analysis can provide a relatively better visual energy distribution
among the different time–frequency analysis approaches.

• When the void is larger, the dynamic stiffness decreases. When the impact location is beyond the
range of void size, the dynamic stiffness changes quickly.

By comparison of different signal analysis approaches, wavelet transform is believed to be the
most appropriate one to show the energy flow during the void state changing. Besides, the dynamic
stiffness could be used to detect the void position accurately.
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