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Deep Learning networks are revolutionizing both the academic and the industrial scenarios
of information and communication technologies. Their theoretical maturity and the coexistence of
large datasets with computational media is making this technology available to a wide community
of makers and users, and recent evolution has been remarkable in techniques such as deep belief
networks, Boltzmann machines, auto encoders, or recurrent networks. In a different yet often closely
related arena, the analysis of large amounts of data from the Electronic Health Recording, the Hospital
Information Systems, and other medical data sources, success cases on companies, and new products
have made possible new tools for estimation of in-hospital stay duration, chronic patient identification,
and policies to reduce readmissions by preventing illness progression. Large and small companies
have paid attention to this new era, in which machine learning and statistical analysis need to be
revisited if they want to provide suitable algorithms, especially in healthcare scenarios, where patient
data more than ever is becoming the key to improving patient healthcare.

Healthcare is now an open field for advantageous use of deep learning and big data advancements,
and challenges are open in order to provide systems that can be accurate enough to be useful to the
clinician and the patient in the health itinerary. Not only are large amounts of data available, but also
sensitivity and specificity are to be paid special attention, as well as support systems rationally fitting
into the health system.

The goal of this special issue was to put together relevant contributions, condensed into five
key cornerstones of deep learning and big data applications in healthcare. On the one hand,
the applications have included works with medical images (magnetic resonance, radioscopy and
tomography, echography, nuclear medicine), contributions to signal processing (cardiac, neural,
long-term monitoring, wellness devices), or data from large forms (primary attention, specialized
medicine, clinical practice, electronic health recordings, hospital information systems, interoperability).
The feature interpretation remains an open issue in deep learning and big data state-of-the-art, but it
takes special relevance in healthcare applications in order to gain confidence in their use both by the
healthcare staff and by the patients; so contributions including insights into this hot and open topic
have naturally been provided.

The result is that accepted submissions have naturally grouped around a set of topics and
techniques that can be considered as actual knowledge clusters in these fields, and they can be
summarized as follows.

Medical structured data: Many applications deal with what we could denominate structured
data, which includes as sources tabular data from trials, from the electronic health recording itself, or
from data forms obtained from the patients. In [1], the failure of dental implants is early predicted
using machine learning systems and considering a variety of features compared with previous
approaches based on single factors. In [2], patient eligibility in interventional cancer clinical trials
is predicted in terms of short statements considered as inclusion or exclusion criteria, and using
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pretrained word-embeddings as inputs to deep classifiers. In [3], blood transfusion in the sensitive
case of orthopedic procedures is scrutinized in advance to surgery, and different classifiers (such as
logistic regression and decision trees) are used to open the way to this new application. In [4], daily
questionnaires from mobile applications are shown to suffer from missing data, and they are completed
with a principled approach based on long-term–short-term memory networks, with representative
case applications given by their use for activity, food, and biometrics in athletes. In [5], adverse drug
reactions are analyzed from medical records of patients with Stevens-Johnson Syndrome, using a
generalized sequential pattern algorithm for early detection of their onset. In this work, the results
provided with clinical information relevant for different medication groups, which can be useful for
the involved physicians to stop the administration of suspected drugs in the early stages, are mined.

Medical unstructured data: A different application field can be established in the unstructured
data (broadly speaking, free text, images, and others) that can be obtained from Hospital Information
Systems and other related sources. In [6], concept detection in medical images is addressed with the
help of unsupervised learning applied to the biomedical literature, with the use of bags of visual words,
autoencoders, and generative adversarial networks. In [7], the behavioral characteristics of smartphone
addiction are scrutinized by automatically collecting and analyzing data through an app. Cognitive
bias is present between the self-reports and the automatically collected data, and here again data mining
allows to show the relevant terms and items, hence contributing to knowledge discovery in these
sources. In [8], a file system structure with distributed topography is developed to support the storage
of large amounts of data from wellness recordings in the Internet of Things. In [9], the integration of
atomic association rules with classification is improved to adapt large amounts of data, and it is used
with advantage in Tibetan medical syndrome, a model of which is built in shorter time, with fewer
rules but more understandable, and with higher accuracy than the conventional methods.

Medical signals: Medical signal processing is a key application set in the medical field, as
many diagnostics and medical examinations are based on time-changing measured magnitudes.
The electromiogram signals represent the basis for many biomedical and clinical tests, as well as
for rehabilitation and prosthetic applications. In [10], stacked and sparse autoencoders are used for
hand motion classification in terms of electromiogram signals in robotic arms and prosthetic hands.
In [11], surface electromiogram signals are used to recognize the gait and to control the lower-limb
exoskeleton or prostheses, as well as to analyze with detail the effect of load variation, using for this
back propagation neural nets, support vector machines, and nearest neighbor classifiers.

Another emerging field is related with biomechanics, in which a variety of waveforms naturally
encode non-trivial information about our health and wellness. In [12], the proper postural habit in
childhood is supported by a monitoring system classifying their sitting posture, and convolutional
neural networks therein exhibit improved performance with respect to other machine learning schemes.
In [13], motional patterns of human postures are identified by introducing the so-called data density
functional method, by mapping the sensed time signals into specific physical spaces, and then
turning them into discrete states that are detected using clustering algorithms. In [14], a detailed
review puts together the topics of biomechanical feedback, motor skills, and wearables, both for
sports and arts scenarios. Focusing on real-time biomechanical feedback, which is still a scarce
application nowadays, specific areas are identified as useful in this arena, such as 3D-motion capture,
anthropometry, biomechanical modelling, sensing technology, and artificial intelligence. As a synthesis,
a two-chain body model integrates the inertial measurement units with deep learning technology,
and the availability of massive data seems to be the key for this scheme yielding an advantageous
alternative to existing and conventional methods.

Cardiac signals are always strongly present in the machine learning literature. In [15], the early
detection of lethal arrhythmia ventricular fibrillation is addressed from electrocardiographic signals,
with the hard-to-achieve real time requirement. Time-frequency representations are used to yield
an image representation of the cardiac bioelectric potentials, thus avoiding the need for previous
feature extraction and selection methods before feeding this input into a combination of classifiers.
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In [16], classification of heart sound signals from phonocardiographic measurements obtained in
digital stethoscopes is addressed by using one normal and five abnormal categories. Features are
extracted from their cepstral coefficients and their wavelet transform, and they are fed to a deep neural
network, exhibiting competitive accuracy.

Medical images: Deep learning techniques have yielded a number of advantages when used with
multimedia images. It is not surprising that their use for medical images is being increasingly explored
and gaining in sophistication and use specialization. In [17], the early detection of atherosclerotic
plaque rupture in sudden coronary deaths is addressed in terms of thin cup fibroatheroma or vulnerable
plaque detection from virtual histology intravascular ultrasound images, with geometric and texture
features, and using different classifiers for this purpose including back-propagation neural networks,
nearest neighbors, and support vector machines). In [18], an automatic system for fluorescence intensity
classification is designed to support the autoimmune diagnostics with human epithelial cells from
indirect immuno-fluorescence indirect images, using convolutional neural networks and support vector
machines. In [19], skull stripping in brain magnetic resonance imaging is designed as an alternative to
the time-consuming manual segmentation task by using a 3-D U-net for automatic segmentation of the
full brain with satisfactory results. In [20], early detection of polyps are a convenient target to prevent
colorectal cancer. Aiming to reduce false negatives during manual inspection and support screening
tests, convolutional neural networks are trained in this work to mark the regions, and features are
reinforced with transfer learning and fine tuning among databases.

Technical shared elements: Some technical considerations have a transverse interest for many
applications of the techniques targeted in this special issue. The input space and its expression in
terms of feature extraction and selection, the data imbalance, and other topics, should devote specific
attention and benefit from development of new approaches and by adequate adaptation of existing
ones in other fields. In [21], novelty detection is addressed in terms of deep autoencoders with density
based clustering by sending the results to a density-based cluster, so that points not involved in
any group are considered as novelties. This represents a likely convenient approach to diagnostic
formulations from patient data in those situations where labels are not so easy to obtain. In [22],
data imbalance is analyzed in terms of its impact on machine learning algorithms, based on the
analysis of patient data from electronic health records. The inclusion of multi-labeling tasks in allowing
to give several diagnoses for each patient is a natural requirement which degrades the performance of
most of the learning machines, and it is alleviated here with the use of regularized ensembles.

In [23], a comprehensive review is stated to put this special issue into context. The reader can find
therein simple descriptions of the technical elements of both big data technologies and deep learning
techniques. Application fields in which success stories can be told are first summarized therein and
are followed by a view to the current state of healthcare scenarios. A specific analysis of the scope and
limitations is provided for the literature on electrocardiographic arrhythmia classification using public
databases, and a case-study example is provided for beginners to start to play with these concepts.
Overall, this special issue has outlined the state in which we find ourselves today, which is hard to
summarize, but probably we can think that healthcare applications for these technologies are not only
promising, but also necessary. Maybe the scientific exploration is taking longer than in other fields, and
we can speculate on the possibility that we need much more reliable algorithms in healthcare than in
multimedia applications, for instance; then, the additional effort that is being devoted by the scientific
community becomes natural. Nevertheless, the disruption in this field has not yet fully arrived, but it
will probably come soon, and then this special issue and this period will become nicely obsolete. The
body of work by the community in this field represents an effervescent and necessary exploration, so
every big and small work in this setting deserves much respect and encouragement to keep moving
forward.
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