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Abstract: In this paper, a low-complexity multi-cell resource allocation algorithm with a near-optimal
system throughput is proposed to resolve the conflict between the high system throughput and
low complexity of indoor visible light communication ultra-dense networks (VLC-UDNs). First, by
establishing the optimal model of the resource allocation problem in each cell, we concluded that the
problem is a convex optimization problem. After this, the analytic formula of the normalized
scaling factor of each terminal for resource allocation is derived after reasonable approximate
treatment. The resource allocation algorithm is subsequently proposed. Finally, the complexity
analysis shows that the proposed algorithm has polynomial complexity, which is lower than the
classical optimal inter-point method. The simulation results show that the proposed method achieves
a improvement of 57% in performance in terms of the average system throughput and improvement
of 67% in performance in terms of the quality of service (QoS) guarantee against the required data
rate proportion allocation (RDR-PA) method.

Keywords: visible light communication; ultra-dense networks; resource allocation; system
throughput; quality of service guarantee

1. Introduction

Visible light communication (VLC) is an emerging wireless communication technology, which
simultaneously achieves communication and illumination [1,2] and has the advantage of high
speeds [3]. Due to the ubiquitous indoor light sources, visible light communication has become
an attractive alternative to conventional radio communications for indoor environments [4]. However,
the modulation bandwidth of commercial light emitting diodes (LEDs) is only 20 MHz and the
bandwidth resource is limited [5,6]. Therefore, a key issue in this field is the design of an efficient
resource allocation algorithm for visible light communication.

The visible light communication networks are typical ultra-dense networks (UDNs) that have
three characteristics: high terminal density, high traffic density requirement and high access point (AP)
density. The reference values for the three characters in VLC-UDNs are provided as follows [7]: the
terminal density is higher than 0.25 terminals per m2; the traffic density is higher than 10 Mbps/m2;
and the distance between the APs is less than 10 m. Being different from the radio signals in the
traditional radio frequency ultra-density networks (RF-UDNs), the visible light in VLC-UDNs has a
line of sight (LoS) and it is easily blocked, which interrupts communication [8]. The strong directivity
of light sources limits the coverage of a single light source and results in the user channel quality
being closely related to the terminal’s spatial location [9]. Compared with radio frequency networks,
VLC-UDNs have a higher AP density, which would cause increase the prominence of interference in
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overlapping areas. It is crucial to design an efficient resource allocation algorithm to overcome these
challenges and satisfy the requirements of the terminal.

There are many classical research solutions for the resource allocation problem in multi-cell
scenarios for indoor VLC-UDNs. References [10–12] used the Markov chain model to allocate the
visible light multi-color channel resources to terminals. Based on the concept of channel reservation,
reference [13] proposed an adaptive bandwidth allocation method based on traffic priority. Although
reference [10–13] improved the system performance, the algorithm design deviates from the actual
spatial scene of VLC-UDNs. References [14,15] allocated resources based on the priority of terminals,
which was measured using the fuzzy logic (FL) theory. Although the system throughput and the
terminal satisfaction performance were improved, the algorithm complexity increased due to the
utilization of centroid method during the defuzzification process. Moreover, the design of fuzzy logic
rule table was subjective. References [16–18] used the required data rate proportion (RDR-PA) method
to allocate resources. Although the requirements of terminals were considered, the channel quality
was ignored and the resource utilization efficiency needed to be improved. Reference [19] used the
satisfaction degree proportion method to allocate resources for terminals, but the method was applied
only to time resources. Although the algorithms in reference [16–19] had low complexity, the optimal
throughput performance was not achieved. Reference [20] used the gradient method to resolve the
optimal resource allocation problem and the optimal system throughput was realized. However, when
the objective function is a complex nonlinear function, the gradient method has a slow convergence
rate. In summary, the optimality of the throughput performance and the low complexity of the resource
allocation algorithm are a pair of contradictory indicators. There is the need to design an efficient
resource allocation algorithm with optimal throughput and low complexity.

Aiming to resolve the contradiction between optimal throughput performance and low complexity,
an efficient resource allocation algorithm is proposed here, which achieves an approximate optimal
throughput and quadratic polynomial complexity based on the convex optimization theory. Compared
with the classical optimal inter-point method, the proposed algorithm has similar throughput
performance and quality of service (QoS) guarantee while reducing the complexity. In the comparisons
of system throughput, the proposed algorithm achieves an improvement of 57% in performance
compared to the conventional RDR-PA method and the uniform allocation method [21,22]. In terms of
QoS guarantee, the proposed algorithm achieves an improvement of 67% in performance compared to
the conventional RDR-PA method and the uniform allocation method.

This paper is organized as follows. The system model is described in Section 2. The resource
allocation algorithm is proposed in Section 3. The simulation results are presented in Section 4. Finally,
the conclusions are provided in Section 5.

2. System Model

As shown in Figure 1, the indoor visible light communication ultra-dense networks are generated
by the following process: (1) NA APs are regularly arranged on the ceiling of the networks. (2)
Nu terminals are randomly and uniformly distributed on a two-dimensional plane and the vertical
distance between the terminals and APs is denoted as L. The movement model of terminals adopts
the static model or a low-speed movement model. (3) Each cell consists of one AP and terminals that
are served by the AP. (4) The visible light transmission channels are approximately considered to be
time-invariant channels.
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Figure 1. The visible light communication ultra-dense networks model: (a) the coverage of a single 
AP and (b) the overlapping areas of a local network. 

2.1. Channel Model 

In the optical line of sight path shown in Figure 1a, the channel gain between the i-th terminal 
and the j-th AP is given by [23]: 
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where ln2 / (ln(cos ))1 2m φ= −  is the Lambertian emission order; 1 2φ  is the half-intensity radiation 
angle of APs; A  is the physical area of the receivers of terminals; ,i jd  is the distance between the i-
th terminal and the j-th AP; φ  is the angle of irradiance of terminals; ϕ  is the angle of incidence of 
terminals; FOVϕ  is the field of view (FOV) of terminals; ( )ST ϕ  is the gain of the optical filter; and 

( )g ϕ  denotes the optical concentrator gain, which is formulated as: 
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where n  is the refractive index. It is assumed that each terminal is served by at most one AP. If the 
i-th terminal is associated with the AP aj , the signal to interference plus noise ratio (SINR) is 
expressed as follows [24]: 
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where r  is the responsivity of receivers; tP  is the transmitted optical power of APs; 0n  is the 
power spectral density of noise; , ai jB  is the bandwidth resource that the AP aj  allocates to the i-th 

terminal. The LoS link of the i-th terminal might be interrupted by multiple factors, such as blocking. 
It is assumed that the blocking event random variable obeys the Bernoulli distribution and the 
probability mass function is given by [25]: 
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Figure 1. The visible light communication ultra-dense networks model: (a) the coverage of a single AP
and (b) the overlapping areas of a local network.

2.1. Channel Model

In the optical line of sight path shown in Figure 1a, the channel gain between the i-th terminal
and the j-th AP is given by [23]:

hi,j =


(m+1)A

2πd2
i,j

cosm(φ)TS(ϕ)g(ϕ) cos(ϕ) , 0 ≤ ϕ ≤ ϕFOV

0, ϕ > ϕFOV

(1)

where m = − ln 2/(ln(cos φ1/2)) is the Lambertian emission order; φ1/2 is the half-intensity radiation
angle of APs; A is the physical area of the receivers of terminals; di,j is the distance between the
i-th terminal and the j-th AP; φ is the angle of irradiance of terminals; ϕ is the angle of incidence of
terminals; ϕFOV is the field of view (FOV) of terminals; TS(ϕ) is the gain of the optical filter; and g(ϕ)

denotes the optical concentrator gain, which is formulated as:

g(ϕ) =

{
n2

sin2 ϕFOV
, 0 ≤ ϕ ≤ ϕFOV

0, ϕ > ϕFOV
(2)

where n is the refractive index. It is assumed that each terminal is served by at most one AP. If the i-th
terminal is associated with the AP ja, the signal to interference plus noise ratio (SINR) is expressed as
follows [24]:

γi =

(
rPthi,ja

)2

∑NA
j 6=ja

(
rPthi,j

)2
+ n0Bi,ja

(3)

where r is the responsivity of receivers; Pt is the transmitted optical power of APs; n0 is the power
spectral density of noise; Bi,ja is the bandwidth resource that the AP ja allocates to the i-th terminal. The
LoS link of the i-th terminal might be interrupted by multiple factors, such as blocking. It is assumed
that the blocking event random variable obeys the Bernoulli distribution and the probability mass
function is given by [25]: {

P(Xi = 1) = 1− pi
P(Xi = 0) = pi

(4)

where Xi denotes the blocking event random variable of the i-th terminal; Xi = 1 indicates that the
channel of the i-th terminal is not blocked; Xi = 0 indicates that the channel of the i-th terminal is
blocked; pi denotes the blocking probability of the i-th terminal. To reflect the differences among
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terminal channels, it is assumed that the random variable pi obeys the Beta distribution [26]. The
achievable data rate of the i-th terminal is expressed as follows [27]:

Ci = (1− pi)Bi,ja log2(1 + γi) (5)

The required data rate of the i-th terminal, denoted by Ri, obeys the Gamma distribution [28]. The
mathematical expectations of terminal’s blocking probability and required data rate are denoted by p
and R, respectively.

2.2. Network Model

The local network of VLC-UDNs is shown in Figure 1b, which reflects the overlapping relationship
among cells. It consists of four regularly arranged cells and indicates the characteristic of high AP
density. The coverage radius of a single AP is Rc = L tan(ϕFOV). The four APs form the square
O1O2O3O4 and O is the center. Furthermore, Dc denotes the distance between APs. The design of
the proposed algorithm is based on the high AP density scenario, which satisfies Dc ≤ Rc. When the
condition Dc ≤ Rc is satisfied, the seamless illumination coverage is achieved in the VLC-UDNs and
each terminal would receive an interference signal.

3. Resource Allocation Algorithm

3.1. Convex Analysis of Resource Allocation Problem

The signal strength strategy (SSS) is a classical association method for the terminals and APs [16].
Under the SSS association method, a terminal is associated with the closest AP and the multi-cell
networks can be equally decomposed into multiple single-cell networks that have interfering signals
from neighboring cells. Therefore, if the resource allocation performance of each cell is optimized, the
resource allocation performance of the whole network is optimized. The problem of maximizing the
throughput under resource constraints for a certain interfering cell is formulated as problem P1:

P1 : max f (x) =
N
∑

i=1
(1− pi)(B ∗ xi) log2

(
1 + Si

Ii+n0Bxi

)
s.t. xi ≥ 0, i = 1, · · · , N

xi ≤ 1, i = 1, · · · , N
N
∑

i=1
xi ≤ 1

(6)

where x = {x1, · · · , xi, · · · , xN}; xi is a certain optimization variable and represents the normalized
resource ratio factor that the AP allocates to the i-th terminal; N is the general representation of the
number of associated terminals in the cell; B is the total bandwidth resource of the cell; Si is the useful
signal of the i-th terminal; Ii is the interfering signal at the i-th terminal; and n0Bxi is the noise of the
i-th terminal. Furthermore, the inequality constraints indicate that the normalized resource ratio factor
of each terminal ranges from 0 to 1 while the sum of the normalized resource ratio factors is less than 1.
In a certain resource allocation period, if the position of terminals is fixed or the terminals move at
an extremely slow speed, pi, Si and Ii can be regarded as constants. The noise n0Bxi is a function of
the optimization variable xi. To make our presentation understandable, we define the following two
notations: αi = (1− pi)B, βi = n0B. The equivalent problem of problem P1 is expressed as:

P2 : min f0(x) =
N
∑

i=1
−αixi log2

(
1 + Si

Ii+βixi

)
s.t. xi ≥ 0, i = 1, · · ·N

N
∑

i=1
xi ≤ 1

(7)
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where f0(x) = − f (x). The first partial derivative of f0(x) with respect to xi is expressed as:

∂ f0

∂xi
= −αi log2

 1 + Si
Ii+βixi

e
βiSi xi

(Ii+Si+βi xi)(Ii+βi xi)

 (8)

If we have the notation g(xi) =
1+ Si

Ii+βi xi

e
βiSi xi

(Ii+Si+βi xi)(Ii+βi xi)

, the second partial derivative of f0(x) with

respect to xi is expressed as:
∂2 f0

∂xi
2 = − αi

ln 2
· 1
g(xi)

·∂g(xi)

∂xi
(9)

The second mixed derivative of f0(x) is expressed as:

∂2 f0

∂xi∂xj
=

∂
(

∂ f0
∂xi

)
∂xj

= 0 (10)

As the first partial derivative of g(xi) with respect to xi is expressed as:

∂g(xi)

∂xi
=

−Siβi
(
2I2

i + 2Iiβixi + 2Si Ii + Siβixi
)

(Ii + Si + βixi)(Ii + βixi)
3e

βiSi xi
(Ii+Si+βi xi)(Ii+βi xi)

< 0 (11)

the maximum and minimum of g(xi) is expressed as:

g(xi)max = g(xi)|xi=0 = 1 + Si
Ii
> 0

g(xi)min = g(xi)|xi=1 =
1+ Si

Ii+βi

e
βiSi

(Ii+Si+βi)(Ii+βi)

> 0
(12)

According to Equations (11) and (12), we concluded that the second partial derivative of f0(x)
with respect to xi in Equation (9) is non-negative. Meanwhile, according to Equations (9) and (10), the
Hessian matrix of f0(x) is a positive semi-definite matrix or positive definite matrix. Therefore, the
objective function of problem P2 is a convex function [29]. In addition, because the inequality constraint
functions of problem P2 are affine functions, the feasibility of problem P2 is related to a convex set [29].
In summary, problem P2 is a convex optimization problem and the local optimal solution is the global
optimal solution [29]. In theory, the global optimal solution can be surely obtained [29].

3.2. The Proposed Multi-Cell Resource Allocation Algorithm

If we have the notation p(Si) = g(xi)min, the first partial derivative of p(Si) with respect to Si is
expressed as:

∂p(Si)

Si
=

Ii + Si

(Ii + βi)·(Ii + Si + βi)e
βiSi

(Ii+Si+βi)(Ii+βi)

> 0 (13)

Therefore, p(Si)min = p(Si)
∣∣Si=0 = 1 and g(xi)min ≥ p(Si)min = 1. Combined with Equation (8),

the conclusion ∂ f0
∂xi

< 0 can be obtained. Therefore, ∂ f
∂xi

> 0, which means that for a certain terminal, it
achieved a higher throughput when it obtains a higher resource ratio. Therefore, the sum of resource
ratio factors in a certain cell equaling to 1 is a necessary condition to maximize the throughput
performance. The equivalent problem of problem P2 can be expressed as:

P3 : min f0(x) =
N
∑

i=1
−αixi log2

(
1 + Si

Ii+βixi

)
s.t. xi ≥ 0, i = 1, · · ·N

1Tx = 1

(14)
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Because problem P3 is a convex optimization problem and it has a feasible solution x ={
xi =

1
N |i = 1, · · · , N

}
, which satisfies the Slater condition, problem P3 has a strong duality [29].

Because problem P3 has a strong duality, it satisfies the Karush–Kuhn–Tucher (KKT) condition. By
introducing Lagrange multiplier λi for the inequality constraint xi ≥ 0 and ν for the equality constraint
1Tx = 1, the following KKT condition can be obtained [29]:

xi ≥ 0, i = 1, · · · , N (a)
1Tx = 1 (b)
λi ≥ 0, i = 1, · · · , N (c)
λixi = 0, i = 1, · · · , N (d)
−αi log2(g(xi))− λi + ν = 0, i = 1, · · · , N (e)

(15)

In Equation (15e), λi is a slack variable. By substituting λi = ν − αi log2(g(xi)) into
Equations (15c) and (15d), we have:

xi ≥ 0, i = 1, · · · , N (a)
1Tx = 1 (b)
ν ≥ αi log2(g(xi)), i = 1, · · · , N (c)
xi(ν− αi log2(g(xi))) = 0, i = 1, · · · , N (d)

(16)

According to Equation (16a), xi = 0 or xi > 0. By observing Equation (16d), there are two cases
as follows:

i. If xi = 0, the value of ν− αi log2(g(0)) can be an arbitrary real number. Because g(0) = 1 + Si
Ii

,

the value of ν− αi log2

(
1 + Si

Ii

)
can be an arbitrary real number. Combined with Equation

(16.c), we have ν ≥ αilog2

(
1 + Si

Ii

)
;

ii. If xi > 0, ν− αilog2(g(xi)) = 0. Therefore, ν = αilog2(g(xi)) ≥ 0 and the conclusion satisfies
Equation (16c). According to the monotonic decreasing property of g(xi), we obtained that

ν < αilog2

(
1 + Si

Ii

)
. Because ν = αilog2(g(xi)), we have xi = g−1

(
2

ν
αi

)
where g−1(·) is the

inverse function of g(·). By defining the notation σi = αilog2

(
1 + Si

Ii

)
, we have:

xi =

{
g−1

(
2

ν
αi

)
, 0 ≤ ν < σi

0, ν ≥ σi
(17)

By substituting Equation (17) into Equation (16b), we have:

q(ν) =
N

∑
i=1

xi = 1 (18)

In the left side of Equation (18), q(ν) is a piecewise decreasing function with respect to ν and the
break point is σi. Therefore, Equation (18) has a unique solution with respect to ν [29]. If the value of ν

is obtained, the value of xi can be determined by Equation (17) and problem P3 is solved. Because the
inverse function of g(xi) is not an elementary function, we approximate g(xi) as:

g̃(xi) =
1 + Si

Ii

e
βiSi xi

II (Si+Ii)

(19)
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The inverse function of g̃(xi) is expressed as:

g̃−1(yi) =
Ii(Si + Ii)

βiSi
ln
(

Si + Ii
Iiyi

)
(20)

The break points of the terminals σi and the lower bound of ν form the break point vector
σ = {σ1, · · · , σi, · · · , σN , 0}. By sorting σ in descending order, we obtain another vector σ′ =

{σ′1, · · · , σ′ i, · · · , σ′N , 0}. It is assumed that the value of ν is in the k-th interval [σ′k+1, σ′k) and
the value of ν is denoted by νk where k ∈ {1, 2, , · · · , , N}. According to Equations (17), (18) and (20),
the approximate value of νk is calculated as follows:

ν̃k =

log2


k

∏
i=1

(
S′ i+I′ i

I′ i

) I′ i(S
′
i+I′ i)

β′ iS′ i

e


k
∑

i=1

I′ i(S′ i+I′ i)
α′ i β′ iS′ i

(21)

After this, we judge whether the value of ν̃k is in the interval [σ′k+1, σ′k). If ν̃k is in the interval
[σ′k+1, σ′k), the value of the approximate optimal Lagrange multiplier ν̃ is determined as ν̃k and the
search process is finished. We subsequently calculate the approximate optimal normalized resource
ratio factor x̃i of each terminal. Otherwise, the judgement process is continued on the k+1-th interval
and the search process does not quit until ν̃ is in the search interval.

3.3. Algorithm Description and Asymptotic Complexity Analysis

The proposed algorithm is summarized as Algorithm 1. The upper bound of the asymptotic
complexity depends on the sorting algorithm. The terminal number associated with cell j is denoted as
Nj. When the sorting algorithm adopts the conventional bubble sort algorithm, the operation time of
cell j is N2

j . Therefore, the total operation time of the whole network Count satisfies:

Count =
NA
∑

j=1
N2

j

s.t.
NA
∑

j=1
Nj = Nu

(22)

where the constraint condition means that the sum of the terminal number of each cell equals to the
terminal number of the whole network. According to the mean inequality theory, the arithmetic mean
is less than or equal to the quadratic mean. Therefore, the lower bound of asymptotic complexity can
be calculated as:

Count =
NA

∑
j=1

N2
j ≥

(
NA
∑

j=1
Nj

)2

NA
=

N2
u

NA
(23)

If and only if N1 = N2 = · · · = NNA = Nu
NA

, the equality holds. According to the inequality theory,
the upper bound of the asymptotic complexity can be calculated as:

Count =
NA

∑
j=1

N2
j ≤

(
NA

∑
j=1

Nj

)2

= N2
u (24)

If and only if N1 = Nu, N2 = · · · = NNA = 0, the equality holds. We denote the lower bound
and the upper bound of the asymptotic complexity as Ω(·) and O(·), respectively [30]. Therefore, the
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lower bound of asymptotic complexity is Ω
(

N2
u

NA

)
and the upper bound of asymptotic complexity is

O
(

N2
u
)
. Because the asymptotic complexity of the conventional inter-point method is

(
N3.5

u
)

[31,32],
the complexity of the proposed algorithm is lower than the inter-point method.

Algorithm 1. Low-Complexity Multi-Cell Resource Allocation Algorithm.

Input: the information of terminals and Aps
Output: the approximate optimal normalized resource ratio factor x̃i of each terminal
for i = 1 : 1 : Nu

calculate the break point σi for terminal i
end
for j = 1 : 1 : NA do the following steps for Cellj
constitute the break point vector σj
sort σj in descending order and obtain σj

′

for k = 1 : 1 : Nj
calculate ν̃k
if ν̃k ∈ [σ′k+1, σ′k)
ν̃ = ν̃k
break
end
end
for i = 1 : 1 : Nu
calculate the approximate optimal normalized resource ratio factor x̃i
end

4. Simulation Results

4.1. Conditions

The Monte Carlo simulations are used to evaluate the performance of the proposed algorithm.
Unless specifically stated, the simulation parameters are shown in Table 1. The selected key
performance indicators are the system throughput and QoS satisfaction degree. The system throughput
is expressed as follows:

C =
Nu

∑
i=1

Ci (25)

Table 1. Simulation parameters.

Parameters Value

Room size 15 × 15 × 3 m3

Transmit optical power of AP, Pt 9 W
Vertical distance between the AP and terminal, L 2.15 m

Half-intensity radiation angle, φ1/2 60◦

FOV of a receiver, ϕFOV 60◦

The refractive index, n 1.5
Detector responsivity, r 0.53 A/W

The physical area of a receiver, A 10−4 m2

Power spectral density of noise, n0 10−21 A2/Hz
Bandwidth of each optical AP, B 40 MHz

The gain of the optical filter, TS(ϕ) 1
Average required data rate, R 40 Mbps

Average blocking probability, p 0.1
The access point density, ρA 0.11 APs/m2

The terminal density, ρu 0.44 terminals/m2
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The QoS satisfaction degree of the i-th terminal is given by [14]:

χi =

{
Ci/Ri, Ci < Ri
1, Ci ≥ Ri

(26)

A higher QoS satisfaction degree indicates a better QoS guarantee. The terminal whose QoS
satisfaction degree equals to 1 is defined as a satisfied terminal.

We choose the inter-point method in references [31,32], the RDR-PA method in references [16–18]
and the conventional uniform allocation method in references [21,22] as comparison methods.

4.2. Analysis on Terminal Density

As shown in Figure 2, we study the effect of the terminal density ρu on the average system
throughput. When the terminal density is fixed, the proposed method achieves a similar throughput
performance to the inter-point method and outperforms the RDR-PA method and the uniform
allocation method. The curves of the four methods follow a similar trend. The average system
throughput increases and converges to a certain value for all methods as ρu increases. However, the
growth rate of throughput decreases as ρu increases. When ρu is low, the proportion of APs that switch
from a non-service status to a service status increases as ρu increases. Therefore, the average system
throughput increases at a significant growth rate. When ρu reaches a certain threshold, almost all
APs are in the service status. Due to the limited resources, the average system throughput converges
as ρu increases. When the average system throughput begins to converge, the terminal density of
the proposed algorithm is greater than that of the RDR-PA method and the uniform method, which
indicates that the proposed algorithm has a higher resource utilization efficiency and supports higher
terminal capacity compared to the other methods. When ρu is 0.89, the average throughput of the
RDR-PA method is stable at 2.64 Gbps, while the average throughput of the proposed algorithm is
stable at 4.88 Gbps. The performance improvement ratio is 84.8%, which indicates that the proposed
algorithm is more suitable for high terminal density scenarios.

Appl. Sci. 2019, 9, 1391 10 of 19 

performance to the inter-point method and outperforms the RDR-PA method and the uniform 
allocation method. The curves of the four methods follow a similar trend. The average system 
throughput increases and converges to a certain value for all methods as uρ  increases. However, the 
growth rate of throughput decreases as uρ  increases. When uρ  is low, the proportion of APs that 
switch from a non-service status to a service status increases as uρ  increases. Therefore, the average 
system throughput increases at a significant growth rate. When uρ  reaches a certain threshold, 
almost all APs are in the service status. Due to the limited resources, the average system throughput 
converges as uρ  increases. When the average system throughput begins to converge, the terminal 
density of the proposed algorithm is greater than that of the RDR-PA method and the uniform 
method, which indicates that the proposed algorithm has a higher resource utilization efficiency and 
supports higher terminal capacity compared to the other methods. When uρ  is 0.89, the average 
throughput of the RDR-PA method is stable at 2.64 Gbps, while the average throughput of the 
proposed algorithm is stable at 4.88 Gbps. The performance improvement ratio is 84.8%, which 
indicates that the proposed algorithm is more suitable for high terminal density scenarios. 

 
Figure 2. The average system throughput versus the density of terminals. 

In Figure 3, the average throughput per terminal is shown as a function of uρ . Figure 3 indicates 
that an increase in the terminal density will lead to a decrease in the average throughput per terminal. 
This is because when uρ  increases, the competition for resources among the terminals becomes more 
intense and the resource allocated to each terminal is relatively reduced. Compared with the RDR-
PA method, the performance improvement ratio of the proposed algorithm increases as uρ  
increases. When uρ  equals to 0.89, the performance improvement ratio is 85%. 

 

Figure 3. The average throughput per terminal versus the density of terminals. 

0.09 0.18 0.27 0.36 0.44 0.53 0.62 0.71 0.8 0.89

The density of terminals [terminals/m2]

0

1

2

3

4

5
Uniform
Inter-Point
RDR-PA
Proposed

0.09 0.18 0.27 0.36 0.44 0.53 0.62 0.71 0.8 0.89

The density of terminals [terminals/m2]

0

10

20

30

40

50

60

70

80

Th
e 

av
er

ag
e 

th
ro

ug
hp

ut
 p

er
 te

rm
in

al
 [M

bp
s]

Uniform
Inter-Point
RDR-PA
Proposed

Figure 2. The average system throughput versus the density of terminals.

In Figure 3, the average throughput per terminal is shown as a function of ρu. Figure 3 indicates
that an increase in the terminal density will lead to a decrease in the average throughput per terminal.
This is because when ρu increases, the competition for resources among the terminals becomes more
intense and the resource allocated to each terminal is relatively reduced. Compared with the RDR-PA
method, the performance improvement ratio of the proposed algorithm increases as ρu increases.
When ρu equals to 0.89, the performance improvement ratio is 85%.

In Figure 4, the average ratio of satisfied terminals is shown as a function of ρu. In general, the
proposed algorithm has a similar performance to the inter-point method and the uniform method
outperforms the RDR-PA method. When ρu equals to 0.22, the four methods have a similar performance.
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When ρu is less than 0.22, the performance of the proposed algorithm is slightly lower than the RDR-PA
method and the gap is within 5%. When ρu is greater than 0.22, the proposed algorithm outperforms
the RDR-PA method and the performance improvement ratio increases as ρu increases. When ρu

reaches 0.89, the performance improvement ratio reaches 67%. This is because when ρu is less than
0.22, the terminal density is relatively low, the competition among terminals is not intense and the
resource is relatively abundant. When ρu is greater than 0.22, the competition is more intense as ρu

increases and the advantage of the high resource utilization efficiency of the proposed algorithm is
gradually highlighted. The simulation results show that the proposed algorithm has a better QoS
guarantee performance in scenarios with high terminal density.
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4.3. Analysis on Access Point Density

As shown in Figure 5, we studied the effect of the AP density ρA on the average system throughput.
The four curves have the same trend, with the average system throughput decreasing as ρA increases.
The proposed algorithm outperforms the RDR-PA method and the uniform method. On one hand,
an increase in the AP density increases the total amount of network resources. On the other hand,
an increase in the AP density worsens the interference in overlapping areas. In general, the negative
effect of interference is greater than the positive effect of the increase resource amount. Therefore, a
higher ρA results in a lower average system throughput. From the perspective of energy saving, the
deployment density of APs should be appropriately reduced. Compared with the RDR-PA method, the
improvement amount and improvement ratio of average system throughput decreases as ρA increases.
When the AP density is 0.11, the proposed algorithm achieves the highest throughput improvement of
1.46 Gbps with an improvement ratio of 57.8%.
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In Figure 6, the average ratio of satisfied terminals is shown as a function of ρA. The performance
of the proposed algorithm first increases and then decreases as ρA increases. When ρA is 0.25, the
peak value of the proposed algorithm occurs. However, the performance of the RDR-PA method
decreases as ρA increases. This is because the proposed algorithm has a higher resource efficiency.
When ρA is low, the positive effect of an increased resource amount is greater than the negative
effect of interference. When ρA is high, the opposite occurs. When ρA is 0.22, the average ratio of
satisfied terminals reaches 0.352. Furthermore, when ρA is 0.28, the proposed algorithm achieves the
highest performance improvement of 0.222 compared to the RDR-PA method with a performance
improvement ratio of 172.8%. In summary, the proposed algorithm has the ability to overcome the
inter-cell interference in terms of the average ratio of satisfied terminals.
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4.4. Analysis on Average Required Data Rate

The effect of the average required data rate R on the average system throughput is shown in
Figure 7. The performance of the proposed algorithm is stable at 3.97 Gbps. This is because the average
system throughput is mainly related to the quality of communication channels and R has less influence
on communication channels. Compared with the RDR-PA method, the proposed algorithm has a
performance improvement of 1.45 Gbps with an improvement ratio of 58.0%.
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In Figure 8, we studied the effect of R on the average ratio of satisfied terminals. The performance
of the proposed algorithm decreases slowly while the performance of the RDR-PA method decreases
rapidly. For example, when R increases from 20 Mbps to 100 Mbps, the performance of the proposed
algorithm decreases from 0.235 to 0.196 and the performance degradation ratio is only 16.9%. In
contrast, the performance of the RDR-PA method ranges from 0.447 to 0.024 and the degradation
ratio is 94.7%. When R is greater than 40 Mbps, the proposed algorithm has better performance than
the RDR-PA method. This is because the resource shortage become worse as R increases and the
advantage of the proposed algorithm is highlighted under the high required data rate scenario. When
R is 100 Mbps, the performance of the proposed algorithm is 8.2 times that of the RDR-PA method.
The simulation analysis indicates that the proposed algorithm has better QoS guarantee under a high
required data rate and is more suitable for scenarios with high traffic requirements.
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4.5. Analysis on Average Blocking Probability

Figure 9 shows the effect of the average blocking probability p on the average system throughput.
The performance of the proposed algorithm outperforms the RDR-PA method and the uniform method.
The performance curves of the four methods follow the same trend. The average system throughput is
an approximate negative linear function of p, which is consistent with Equation (5). Compared with the
RDR-PA method, the performance improvement ratio increases as p increases and the improvement
ratio is at least 56.4%.
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As shown in Figure 10, we studied the effect of p on the average ratio of satisfied terminals. When
p is fixed, the proposed algorithm outperforms the RDR-PA method and the uniform method. The
performance curves of the RDR-PA method and the uniform method gradually decrease as p increases,
which is similar to a linear decreasing relationship. Compared with the RDR-PA method and the
uniform method, when p is less than 0.5, the performance degradation of the proposed algorithm is
slower. When p is greater than 0.5, the performance degradation of our method is faster. This is because
the resource utilization efficiency of the proposed algorithm is higher compared to the other methods.
More specifically, when R is fixed, the average achievable data rate is higher than R in general if p is
low. Therefore, the average ratio of satisfied terminals is high and the performance degradation occurs
slower. If p is high, the quality of communication channels is worse and the performance degradation
occurs faster. Compared with the RDR-PA method, the performance improvement ratio increases as p
increases. When p is 0, the performance improvement ratio is 16.9%. When p is 0.1, the improvement
ratio is 39.1%. The simulation results indicate that the proposed algorithm has a better QoS guarantee
under different blocking situations.Appl. Sci. 2019, 9, 1391 15 of 19 
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Figure 11 shows the effect of FOV on the average system throughput. To meet the coverage
requirements of the proposed algorithm, the deployment density of APs is increased to 0.284 APs/m2.
The performance of the four methods decreases as FOV increases. This is because when terminals
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are within FOV, the first derivative of the optical concentrator gain with respect to ϕFOV satisfies
g′(ϕFoV) = −2n2 cos ϕFoV/sin2 ϕFoV , which is less than 0 according to Equation (2). Therefore, an
increase in FOV will lead to a decrease in g(ϕFoV). The channel gain will decrease as g(ϕFoV) decreases
according to Equation (1). Therefore, the FOV angle can be appropriately reduced to improve the
average system throughput. However, an excessive reduction of FOV will cause the shrinkage of the
coverage area of APs and the formation of communication blind zones. Thus, a tradeoff is needed
between the coverage efficiency and throughput performance. The decreasing rates of the four curves
decreases as FOV increases. This is because the second derivative of the optical concentrator gain
with respect to ϕFOV satisfies g′′ (ϕFoV) = 2n2(1 + 2 cos2 ϕFoV

)
/sin4 ϕFoV , which is greater than 0.

Compared with the RDR-PA method, the performance improvement ratio of the proposed algorithm
is stable at 17.2%.
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In Figure 12, the average ratio of satisfied terminals is shown as a function of FOV. The proposed
algorithm has a similar performance to the inter-point method and outperforms the RDR-PA method
and the uniform method. The performance decreases as FOV increases. This is because an increase in
FOV will lead to a decrease in the average system throughput.
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4.7. Analysis on Half-Intensity Radiation Angle

As shown in Figure 13, we studied the effect of the half-intensity radiation angle φ1/2 on the
average system throughput. The proposed algorithm outperforms the RDR-PA method and the
uniform method. The four curves follow the same trend and the average system throughput decreases
as φ1/2 increases. This is because according to Equation (1), the first derivative of Lambertian emission
order m with respect to φ1/2 satisfies m′(φ1/2) = − ln 2 · tan φ1/2/ln2(cos φ1/2), which is less than 0.
Therefore, an increase in φ1/2 will cause a decrease in m and a reduction in the resource utilization
efficiency. Compared with the RDR-PA method, the performance improvement ratio is stable at 57%.
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Figure 13. The average system throughput versus half-intensity radiation angle.

In Figure 14, the average ratio of satisfied terminals is shown as a function of φ1/2.The performance
decreases as φ1/2 increases. When φ1/2 increases from 50◦ to 70◦, the average ratio of satisfied terminals
of the proposed algorithm decreases from 0.232 to 0.23 with a decrease ratio of only 1%. Furthermore,
the performance of the RDR-PA method decreases from 0.208 to 0.14 with a decrease ratio of 32.9%.
Compared with the RDR-PA method, the improvement ratio of the proposed algorithm increases from
11.4% to 64.6%, which indicates the proposed algorithm has a better QoS guarantee.
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5. Conclusions

In this paper, we proposed a multi-cell resource allocation algorithm with near-optimal system
throughput and low complexity based on the convex optimization theory for indoor VLC-UDNs.
Compared to the conventional RDR-PA method, the proposed algorithm improves the average system
throughput by 57% and the average ratio of satisfied terminals by 67%. The proposed algorithm is
suitable for VLC-UDNs with high terminal density, high traffic density requirement and high access
point density. Future research will examine the inter-cell interference cancellation problem and cell
virtualization problem.
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