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Abstract: Recent studies have questioned past conclusions regarding the mechanisms of the McGurk
illusion, especially how McGurk susceptibility might inform our understanding of audiovisual (AV)
integration. We previously proposed that the McGurk illusion is likely attributable to a default mecha-
nism, whereby either the visual system, auditory system, or both default to specific phonemes—those
implicated in the McGurk illusion. We hypothesized that the default mechanism occurs because
visual stimuli with an indiscernible place of articulation (like those traditionally used in the McGurk
illusion) lead to an ambiguous perceptual environment and thus a failure in AV integration. In the
current study, we tested the default hypothesis as it pertains to the auditory system. Participants
performed two tasks. One task was a typical McGurk illusion task, in which individuals listened
to auditory-/ba/ paired with visual-/ga/ and judged what they heard. The second task was an
auditory-only task, in which individuals transcribed trisyllabic words with a phoneme replaced by
silence. We found that individuals’ transcription of missing phonemes often defaulted to ‘/d/t/th/’,
the same phonemes often experienced during the McGurk illusion. Importantly, individuals’ default
rate was positively correlated with their McGurk rate. We conclude that the McGurk illusion arises
when people fail to integrate visual percepts with auditory percepts, due to visual ambiguity, thus
leading the auditory system to default to phonemes often implicated in the McGurk illusion.

Keywords: McGurk illusion; audiovisual integration; spoken language processing; visemes;
phonetic encoding

1. Introduction

The McGurk illusion [1] has been widely used as a model for audiovisual (AV) integra-
tion of spoken language [2–4]. In the McGurk illusion, individuals exposed to audio /ba/
or /pa/ paired with a silent video of /ga/ or /ka/, respectively, often report hearing /da/
or /ta/. Based on the assumption that AV integration and the McGurk illusion rely on the
same underlying neural mechanism, researchers have conducted fMRI studies using the
McGurk manipulation to understand where and how AV speech integration occurs. They
found heightened activity in the superior temporal sulcus/gyrus (STS/G) during McGurk
perception of incongruent AV speech relative to perception of congruent speech. The
STS/G was thus identified as a hub for this multisensory fusion [2,4]. These findings were
further corroborated via transcranial magnetic stimulation (TMS), whereupon stimulation
(down regulation) of the STS with TMS (location identified via individual-specific fMRI)
reduced individual susceptibility to the McGurk illusion [3]. In light of these and other
findings, there is a widely held assumption that the McGurk illusion and AV integration
are linked mechanistically, and the McGurk illusion is used as a conduit for understanding
the neurophysiology of AV development [1,5,6], AV integration as a function of aging [7],
and clinical deficits (e.g., schizophrenia, [8]).

However, recent accounts from independent labs have raised doubts about past mod-
els and their conclusions regarding the mechanisms giving rise to the McGurk illusion,
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as well as its suitability as an index of AV integration efficacy [9–12]. Van Engen and
colleagues [11,12] questioned the appropriateness of the McGurk illusion as a source of
information about AV integration. Van Engen et al. [12], for example, showed that individ-
uals with enhanced McGurk illusion susceptibility did not possess an added advantage in
sentence recognition in noise, raising questions about the relationship between the McGurk
illusion and the well-established AV integration benefit in spoken language comprehen-
sion [13–15]. In their later study, van Engen et al. [11] argued that because the McGurk
illusion rarely occurs naturally and is based on isolated syllables, it does not reflect real-life
communication situations, thus making the McGurk illusion inappropriate to use as a
procedural tool for understanding the mechanisms of AV integration in spoken language.

Moreover—and despite extensive investigation—the neural mechanisms that give
rise to the McGurk illusion itself are not well understood. For example, the McGurk
illusion has been distinguished from—and at times conflated with—the visual dominance
illusion [16–19], whereby individuals hear the visually conveyed phoneme when presented
with an incongruent AV pair. An example of visual dominance is when exposure to audio-
/ba/ paired with video-/fa/ leads to hearing /fa/, and vice versa—exposure to audio-/fa/
paired with video-/ba/ leads to hearing /ba/ [16,19]. Neurophysiologically, this visual
dominance effect is evident through amplitude changes in the N1-P2 auditory evoked
potentials (AEPs), including the observation that the N1 AEP amplitude shifts to reflect
the listener’s illusory auditory perception instead of the actual auditory input [19]. It has
been proposed that the McGurk illusion is a case of the visual dominance illusion [9,18],
partly because the McGurk illusion is reinforced when the auditory input is weakened. For
example, the McGurk illusion benefits from lower sound intensity and increased noise-
level [18,20]. Alsius et al. [18] argue that the McGurk illusion arises due to an array of
“weak” auditory consonants, such as /b/, which can be easily confused with other stop
consonants. These researchers further posit that, because place of articulation is a weak
acoustic feature [18,20], the McGurk illusion is driven by vision (i.e., watching a talker’s
mouth movements) dominating the acoustic signal’s place of articulation cues; a conclusion
also hypothesized in Gonzales et al. [9].

Our proposal is that the McGurk illusion occurs due to ambiguity in the specific test
stimuli, thus leading to a failure in AV integration, which in turn causes sensory systems to
default to specific perceptual representations. In a recent study by Gonzales et al. [9], we
proposed that ambiguity associated with the visual stimuli due to indiscernible place of
articulation (e.g., /g/, /k/, /y/), led perceivers to default to seeing ‘/d/t/th/’ and subse-
quently hearing ‘/d/t/th/’, consistent with a visual dominance account of the McGurk
illusion. While the first experiment in that study supported such an account, we failed to
replicate those findings in a second experiment, which featured a different talker. This lack
of definitive findings motivated the current study.

Herein, we build on Gonzales et al., and further test our “auditory default” hypothesis
that during the McGurk illusion, perceptual defaulting to ‘/d/t/th/’ occurs in the auditory
modality, and not in the visual modality. Participants performed two tasks. In the McGurk
task, individuals saw visual-/ga/, while listening to audio-/ba/ and reported what they
heard. The other task was an auditory-only task, in which individuals listened to trisyllabic
words and pseudowords with one phoneme replaced by silence. We chose silence as a
means to completely remove the phoneme from the acoustics and induce optimum percep-
tual ambiguity, a key factor in our theoretical framework. Individuals transcribed exactly
what they heard as opposed to what they thought the original word/pseudoword was.

We reasoned that AV incongruency creates an ambiguous perceptual/phonetic situ-
ation, one which prevents successful AV integration and thus, allows a default auditory
phonetic representation to dominate perception. Thus, we hypothesized that if the McGurk
illusion is due to perceptual defaulting within the auditory modality, then (1) individ-
uals should default to (i.e., perceptually fill-in) ‘/d/t/th/’ (most weighted phonemes)
for the silent gap in the auditory-only task; and (2) individuals with robust auditory-
only ‘/d/t/th/’ default perception should exhibit stronger McGurk susceptibility with
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heightened ‘/d/t/th/’ perception. Addressing why both phenomena default to ‘d/t/’th/’
instead of other phonemes is beyond the scope of the present study, but we refer readers
to Anderson et al., 2003 [21] for a possible argument. Finally, we used words and pseu-
dowords to explore how lexical knowledge influences this auditory default processes. If
the ‘/d/t/th/’ default (that is, the filling-in of missing auditory segments) is driven by
prior lexical knowledge, then we should expect a higher ‘/d/t/th/’ default in the word
condition. On the other hand, we should see more ‘/d/t/th/’ defaults in pseudowords if a
‘/d/t/th/’ default is driven by lexical ambiguity, since pseudowords are more ambiguous
than words.

2. Materials and Methods
2.1. Participants

Thirty-seven young adults participated in this study. However, three participants
were excluded from data analysis due to technical issues during data collection or not
being a native/fluent English speaker, resulting in usable data from thirty-four participants
(>18 years of age, M = 20.73 years, SD = 2.13 years, 2 participants did not provide their
specific age; 27 females, 4 males, 3 did not respond; native or fluent English speakers). Of
these thirty-four individuals, 29 reported that they are right-handed, 2 left-handed, and
3 ambidextrous. All participants self-reported normal hearing, normal or corrected vision,
and no language deficits. Participants were recruited via an internal recruiting system of
the University of California, Merced and provided written consent prior to participation.
All experimental protocols were approved by the Institutional Review Board (IRB) of the
University of California, Merced, and all methods were carried out in accordance with
the guidelines and regulations of the IRB of the University of California, Merced and in
accordance with the Declaration of Helsinki. Participants were monetarily compensated
for their participation.

2.2. Stimuli

The study consisted of two tasks. The stimuli in one task consisted of English words
and pseudowords spoken by a female talker (mean f0 = 203 Hz; see [22,23] for more details)
with one phoneme replaced by silence. There was a total of 39 words and 36 pseudowords.
Consonants were manually removed in Adobe Audition (Adobe Systems Inc., San Jose, CA,
USA). For each word/pseudoword, one of the following consonants was removed from
either the second or third syllable and replaced with silence: /k, t, d, g, b, S, s, Z, z, Ù, Ã, l, r/.
These phonemes were selected to ensure that there was a distribution of 2–4 consonants for
each category of manner or place of articulation (i.e., stops, fricatives, bilabial, alveolar, etc.).
Furthermore, the number of consonants removed from the second or third syllable was
balanced across words and pseudowords; 15 consonants and 14 consonants were removed
from the second syllable of words and pseudowords, respectively, and 24 and 22 consonants
were removed from the third syllable of words and pseudowords, respectively.

The other task involved a classic McGurk design whereby individuals listened to and
watched a talker (two female talkers, mean f0 = 199 Hz, 184 Hz) uttering congruent and
incongruent consonant vowels (CVs). The purpose of this task was to test the subjects for
McGurk susceptibility. To create the stimuli, audio recordings of /ba/, /da/, and /ga/
were used along with video recordings of the talkers producing the same CVs. The videos
were cropped, ensuring that participants could only view the space between the bridge of
the talker’s nose and the bottom of the neck. This was to encourage participants to focus
on the mouth and not be distracted by other features, such as the talker’s eyes. To create
the AV pairings of congruent /ba/, congruent /da/, congruent /ga/, and incongruent
/ba-ga/ (auditory /ba/ paired with visual /ga/ or viseme /ga/), the auditory stimuli of
each talker were temporally aligned to the acoustic onset of the video, respectively. The
temporal alignment included a natural auditory delay as is typical of natural utterances.
This resulted in 32 stimuli (2 talkers × 4 AV pairings × 4 exemplars). The first half of
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participants were presented with stimuli of the first talker and the remaining participants
were presented with the second talker.

2.3. Procedure

Participants sat in an enclosed room about 90 cm from a 27-inch computer monitor
with two external speakers on either side, located at a 45-degree angle relative to the
listener. Participants were given two tasks: the word/pseudoword task, which was split
into 2 blocks for each set of stimuli, and the AV McGurk task (1 block). This totaled 3 blocks
across the 2 tasks; the order of the tasks was counterbalanced across participants.

Prior to the start of the Word and Pseudoword blocks, participants were told they
would be presented with words, which might sound like real English words or might
seem similar to English words. Their task was to listen carefully and type out to the
best of their ability exactly what they heard, and not what they lexically thought they
heard. These instructions were repeated once again on the monitor prior to the start of the
experiment. Participants typed their responses using a keyboard. Stimuli were presented
using Presentation v.20.3 (Neurobehavioral Systems, Inc., Berkeley, CA, USA). The Word
and Pseudoword blocks consisted of either 39 or 36 trials, respectively, with each stimulus
played only once.

For the AV block, prior to starting, participants were informed that they would be
presented with videos of an individual producing speech sounds. It was emphasized
that participants should always be paying attention to the screen to ensure that they were
focused on the talker’s mouth movements. The participants’ task was to type out what
they heard. If they heard an ambiguous percept, they were told to transcribe the most
dominant percept. These instructions were also presented on the monitor prior to the start
of the block. There was a total of 32 trials, with each stimulus repeated twice. An optional
two-minute break was offered to participants between each block to mitigate boredom
and fatigue.

2.4. Data Analysis

Logfiles of participants’ responses were transferred to Excel spreadsheets, which were
then parsed using in-house custom MATLAB code (MathWorks, Natick, MA, USA). For
the Word and Pseudoword blocks, responses were extracted for each word or pseudoword
for each participant. The output of this parsing code was a table containing information
about the stimulus, which phoneme was removed in the stimulus, and the response
for each trial. An additional column was manually completed, in which we recorded
how a participant perceived the removed phoneme on that trial. For example, if the
word presented was “addition” with the /S/ (‘sh’ sound) removed and a participant
reported perceiving “addithen”, this was coded as ‘th’ filling-in. There were instances
where participants perceived no change at all from the original word before a phoneme
was removed (e.g., perceiving “addition”) and cases where they reported perceiving the
gap itself (e.g., perceiving “addi _on”).

For the AV block, responses were categorized according to the first letter transcribed
by the participant (i.e., responses “ba”, “bah”, and “bo” were all included in the response
category /b/). The output was a table containing information about the auditory token,
visual token, and the first-letter response for each trial.

2.5. Statistical Analysis

The data were statistically analyzed in R [24] and MATLAB. Two types of analyses
were performed on the data: (1) Mixed effect multinomial logistic regression analyses
performed on the auditory-only task data (conducted in R [24]), and (2) a correlation
analysis to examine the relationship between ‘/d/t/th/’ perception on the auditory-only
task and on the McGurk trials (conducted in MATLAB).

First, we conducted a mixed effects multinomial logistic regression using the mclogit
package [25], to examine whether the Block Type (Words vs. Pseudowords) may predict
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subjects’ auditory perception of the missing phoneme. The outcome measure was the
perception of the silent gap (i.e., Response), which comprised four categories: ‘/d/t/th/’
(i.e., filled in the silent gap incorrectly with /d/,/t/, or /th/), Gap (i.e., perceived the
silence as a gap without any phonetic filling-in), No Change (i.e., perceived the word or
pseudoword by filling in the silent gap with the correct phoneme), and Other Phoneme (i.e.,
filled in the silent gap with any phoneme except for/d/,/t/,/th/, or the correct phoneme).
The /d/t/th/ Response category was set as the referent level, since it was the variable
of interest that we wanted to contrast with the other three categories. Importantly, the
contrast between /d/t/th/ and Other Phoneme was done to test the hypothesis that when
individuals fill-in the silent gap with an incorrect phoneme, they should perceive ‘/d/t/th/’
more often than the other phonemes—especially for the Pseudoword stimuli.

This initial model included only the fixed effect of Block Type (reference level: Pseu-
dowords), as well as the intercept corresponding to each subject as a random effect. The
formula was Response ~ Block Type + 1|SubjectID. An effect of Block Type would reveal
that lexical context drives perception of the missing phoneme. This mixed effects multi-
nomial logistic regression model was run using the mblogit function, with the method
for modeling the random effects set to the Penalized Quasi-Likelihood (PQL) method.
Single-trial data, totaling 2537 trials across all 34 subjects, were inputted into the model
with 13 trials (i.e., 0.5% of all 2550 trials) excluded due to missing responses (i.e., the subject
pressed “Enter” without typing anything). Relative Risk Ratios (RRR) were computed by
exponentiating the coefficients for the fixed effects. In the context of the current analysis, an
RRR greater than 1 indicates that missing phonemes in Words are more likely than missing
phonemes in Pseudowords to be perceived as Other Phoneme (or Gap or No Change) over
‘/d/t/th/’. An RRR less than 1 indicates the opposite pattern, for example, relative to
missing phonemes within Pseudowords, participants were more likely to perceive missing
phonemes within Words as ‘/d/t/th/’ than the contrasted perceptual outcome (i.e., Other
Phoneme, No Change, or Gap).

We also conducted a secondary mixed-effects multinomial logistic regression analysis,
which was an exploratory analysis to assess whether the Manner of Articulation (MoA) of
the missing phoneme, as well as its interaction with Block Type, predict auditory perception
of the missing phoneme. In this second model, the fixed effects included the Block Type
(2 levels: Word or Pseudoword), Manner of Articulation (MoA) of the missing phoneme
(3 levels: Fricative/Affricate [S, s, Z, z, Ù, Ã], Liquid [l, r], and Stop [k, t, d, g, b]), and their
interaction, as well as the Syllable from which the phoneme was deleted (2 levels: 2nd or
3rd Syllable). For the fixed effects, the reference levels for the three predictors were the
Pseudoword Block Type, the Fricative MoA, and the 2nd Syllable, respectively. Syllable was
inputted as a fixed effect to control for any possible syllable effects on perception, since the
syllable from which the missing phoneme was removed was not balanced across the MoA
categories, as follows: A fricative/affricate was removed from the 2nd syllable of 3 words
and 4 pseudowords, and from the 3rd syllable of 20 words and 15 pseudowords. A liquid
was removed from the 2nd syllable of 4 words and 4 pseudowords, and from the 3rd syllable
of 2 words and 2 pseudowords. A stop consonant was removed from the 2nd syllable of
8 words and 6 pseudowords, and from the 3rd syllable of 2 words and 5 pseudowords.
However, the effects of Block Type and MoA, as well as their interaction, were the key effects
of interest. The intercept corresponding to each subject was inputted into the model as a
random effect. The formula was Response ~ Block Type * MoA + Syllable + 1|SubjectID. To
foreshadow the results, follow-up multinomial logistic regression analyses were conducted
to interpret significant interaction effects.

Finally, the correlation analysis was done to test the main hypothesis that individuals
with stronger auditory-only ‘/d/t/th/’ perception of missing phonemes should exhibit
increased ‘/d/t/th/’ perception of the McGurk stimuli. To do this, the total percentage
of ‘/d/t/th/’ responses for the auditory-only filling-in trials (collapsed across the type
of missing phoneme and word/pseudoword condition) was computed for each subject.
Similarly, the total percentage of ‘/d/t/th/’ responses on the McGurk trials was computed



Brain Sci. 2023, 13, 510 6 of 16

for each subject. Subsequently, we conducted Pearson correlations on these two sets of
‘/d/t/th/’ percentages.

3. Results
3.1. Mixed Effects Multinomial Logistic Regression

The primary multinomial logistic regression analysis was performed to examine how
the presence (or absence) of lexico-semantic context affects perception of a missing phoneme
in auditory-only stimuli. This was done by inputting Block Type (Words vs. Pseudowords)
as a fixed effect into the model. The results are depicted in Table 1 and Figure 1. Recall that
‘/d/t/th/’ perception was set as the referent level for the outcome measure, so that it could
be compared with the other three percept categories (Gap, No Change, and Other Phoneme).
The relative risk of perceiving the missing phoneme as a Gap vs. ‘/d/t/th/’, No Change
vs. ‘/d/t/th/’, and Other Phoneme vs. ‘/d/t/th/’ for Words was significantly higher (i.e.,
1.53, 3.86, and 1.41 times higher, respectively), than the same relative risks for Pseudowords.
Thus, the presence of lexico-semantic context significantly affected perception, such that
participants were most likely to correctly fill-in the missing phoneme for the Word stimuli.
On the flip side, missing phonemes within Pseudowords were significantly more likely to
be perceived as ‘/d/t/th/’ than both the Gap and Other Phoneme percepts.

Table 1. Results of the Multinomial Logistic Regression to examine the effect of Block Type (Words
vs. Pseudowords) on perception. Significant fixed effects are depicted in bold font and indicated with
asterisks as follows: ** p < 0.01, *** p < 0.001.

Fixed Effects

Contrast Effect RRR 95% CI (LL) 95% CI (UL) z p

Gap vs. /d/t/th/

Intercept 0.30 0.19 0.47 −5.21 <0.001 ***

Block Type-Pseudoword (ref.)

Block Type-Word 1.53 1.14 2.04 2.86 0.004 **
Intercept 0.88 0.69 1.11 −1.09 0.276

Block Type-Pseudoword (ref.)No Change vs. /d/t/th/
Block Type-Word 3.86 3.14 4.73 12.89 <0.001 ***

Other Phoneme vs. /d/t/th/

Intercept 0.49 0.39 0.63 −5.56 <0.001 ***

Block Type-Pseudoword (ref.)

Block Type-Word 1.41 1.09 1.83 2.62 0.009 **

Random Effects

Intercept (Subject ID)
Co-variance Parameters

Gap~1 NoChange~1 Other~1

Estimate SE Estimate SE Estimate SE
Gap~1 1.47 1.21

No Change~1 0.01 0.08 0.31 0.01
Other~1 0.26 0.26 0.07 0.02 0.30 0.06

Upon close examination of the data, it appeared that the missing phoneme’s Manner of
Articulation (MoA) may modulate auditory perception. Thus, we also ran a more complex,
follow-up multinomial logistic regression as an exploratory analysis to examine whether the
Manner of Articulation (MoA) of the missing phoneme and its interaction with Block Type,
predict auditory perception of the missing phoneme, while controlling for the Syllable from
which the missing phoneme was removed. The results of this mixed effects multinomial
regression are presented in Table 2. Additionally, Figure 2 illustrates the percentages that
each percept experienced across subjects, within each Block Type (Words, Pseudowords)
and MoA.
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As shown in Table 2, there was a significant interaction between Block Type and
MoA for the No Change vs. ‘/d/t/th/’ contrast. Thus, a follow-up mixed effects multi-
nomial logistic regression was performed to facilitate interpretation of the results. The
follow-up analysis was done by re-coding the two predictors, Block Type and MoA, into a
single predictor variable, called “BTMoA” which had six levels encoding both the Block
Type (Word, Pseudoword) and the Manner of Articulation of the missing phoneme (i.e.,
Word-Fricative, Word-Stop, Word-Liquid, Pseudoword-Fricative, Pseudoword-Stop, and
Pseudoword-Liquid). Like the initial model, the ‘/d/t/th/’ response was set as the referent
level for the outcome measure. For the fixed effects, the reference levels included the
Pseudoword-Fricative condition and the 2nd Syllable. The intercept corresponding to each
subject was inputted into the model as a random effect. The formula for the follow-up
model was Response ~ BTMoA + Syllable + 1|SubjectID. An identical follow-up analysis
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was conducted, but with Word-Fricative as the reference level to directly contrast the effect
of MoA within the Word block type.

Table 2. Results of the Multinomial Logistic Regression to examine the interaction between Block
Type and Manner of Articulation on auditory perception (while controlling for the effect of Syllable).
Significant fixed effects/interactions are depicted in bold font and indicated with asterisks as follows:
** p < 0.01, *** p < 0.001.

Fixed Effects

Contrast Effect RRR 95% CI (LL) 95% CI (UL) z p

Gap vs. /d/t/th/

Intercept 0.19 0.11 0.35 −5.54 <0.001 ***

Block Type-Pseudoword (ref.)

Block Type-Word 1.81 1.26 2.59 3.22 0.001 **

MoA-Fricative (ref.)

MoA-Liquid 11.12 6.02 20.54 7.69 <0.001 ***

MoA-Stop 2.12 1.24 3.65 2.73 0.006 **

Syllable-2 (ref.)

Syllable-3 0.92 0.64 1.32 −0.45 0.654

Block Type-Word * MoA-Liquid 1.53 0.30 7.71 0.52 0.606

Block Type-Word * MoA-Stop - - - - -
Intercept 0.14 0.09 0.21 −9.00 <0.001 ***

Block Type-Pseudoword (ref.)
Block Type-Word 4.43 3.35 5.87 10.42 <0.001 ***

MoA-Fricative(ref.)
MoA-Liquid 15.66 8.89 27.60 9.52 <0.001 ***
MoA-Stop 16.83 11.28 25.10 13.83 <0.001 ***

Syllable-2 (ref.)
Syllable-3 2.69 1.99 3.64 6.48 <0.001 ***

Block Type-Word * MoA-Liquid 7.39 1.63 33.51 2.60 0.009 **

No Change vs. /d/t/th/

Block Type-Word * MoA-Stop - - - - -

Other Phoneme vs.
/d/t/th/

Intercept 0.20 0.13 0.30 −7.73 <0.001 ***

Block Type-Pseudoword (ref.)

Block Type-Word 2.06 1.46 2.90 4.15 <0.001 ***

MoA-Fricative(ref.)

MoA-Liquid 15.00 8.42 26.71 9.20 <0.001 ***

MoA-Stop 6.35 4.05 9.95 8.06 <0.001 ***

Syllable-2 (ref.)

Syllable-3 1.16 0.84 1.62 0.91 0.364

Block Type-Word * MoA-Liquid 2.50 0.53 11.83 1.15 0.249

Block Type-Word * MoA-Stop - - - - -

Random Effects

Intercept (Subject ID)
Co-variance Parameters

Gap ~1 No Change ~1 Other ~1

Estimate SE Estimate SE Estimate SE
Gap ~1 1.72 2.63

No Change ~1 0.20 0.65 0.63 0.19
Other ~1 0.37 0.76 0.22 0.20 0.38 0.23
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Figure 2. Group-average percentages of each percept reported for the (A) Word and (B) Pseudoword
stimuli, depending on the MoA of the missing phoneme. The percentages of each percept were
calculated separately within each MoA category (i.e., each column adds up to 100%).

The results of these follow-up analyses are depicted in Tables 3 and 4. Please note
that a valid estimate could not be generated for the Word*MoA-Stop interaction in the
initial multinomial regression and for the Word-Stop condition in these follow-up analyses.
Close examination of the data revealed that across the 34 participants, there was never a
Word-Stop trial in which the missing phoneme was incorrectly perceived as /d/t/th/; thus,
a valid estimate could not be generated. (Word-Stop and Pseudoword-Stop stimuli with
a missing /d/ or /t/ that was subsequently perceived as /d/ or /t/, respectively, were
categorized as No Change.).

As shown in Table 3, while controlling for the syllable containing the missing phoneme,
the relative risks of perceiving Gap vs. /d/t/th/ for the Pseudoword-Liquid, Pseudoword-
Stop, Word-Fricative, and Word-Liquid conditions were significantly higher than the same
relative risk for the Pseudoword-Fricative condition. The same pattern of results was
observed for the No Change vs. /d/t/th/ and Other Phoneme vs. /d/t/th/ contrasts.
Specifically, when the Pseudoword-Fricative condition was set as the reference level, the
relative risk of perceiving a Gap, No Change, or Other Phoneme vs. /d/t/th/ was 1.81,
4.43, and 2.06 times higher, respectively, for the Word-Fricative condition. Overall, the
Pseudoword-Fricative condition was most likely to lead to /d/t/th/ perception compared
to the other conditions. As demonstrated in Table 4, while controlling for the syllable
with the missing phoneme, the relative risks of perceiving Gap vs. /d/t/th/ for the
Pseudoword-Liquid and Word-Liquid conditions were significantly higher than that for the
Word-Fricative condition. Moreover, the relative risks of perceiving No Change or Other
Phoneme vs. /d/t/th/ for the Pseudoword-Liquid, Pseudoword-Stop, and Word-Liquid
conditions were also significantly greater than that for the Word-Fricative condition.

Taken together, these results suggest that participants were most likely to perceive
/d/t/th/ in the place of a missing fricative, and even to a greater extent when the fricative
was deleted from a Pseudoword compared to a Word. When the missing phoneme was a
liquid, participants were most likely to perceive No Change if the stimulus was a Word,
or most likely to perceive a Gap or Other Phoneme if the stimulus was a Pseudoword.
Therefore, both the lexical and articulatory context (and their interaction) seem to play a
role in shaping listeners’ perception of missing phonemes.

Finally, another incidental finding of this analysis was an effect of Syllable. Specifically,
when the missing phoneme was removed from the third syllable, the relative risk of
perceiving No Change vs. /d/t/th/ was significantly higher (RRR = 2.69, p < 0.001)
than when the missing phoneme was removed from the second syllable. There was no
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effect of Syllable for the Gap vs. /d/t/th/or Other Phoneme vs. /d/t/th/ contrasts.
This again suggests an effect of context, such that increasing the amount of preceding
context within these trisyllabic words and pseudowords facilitated accurate filling-in of the
missing phoneme.

Table 3. Results of the follow-up mixed effects multinomial logistic regression, with Pseudoword-
Fricative as the reference category for the Block Type-Manner of Articulation condition. Significant
fixed effects/interactions are depicted in bold font and indicated with asterisks as follows: ** p < 0.01,
*** p < 0.001.

Fixed Effects

Contrast Effect RRR 95% CI (LL) 95% CI (UL) z p

Gap vs. /d/t/th/

Intercept 0.19 0.11 0.35 −5.56 <0.001 ***

Pseudoword-Fricative (ref.)

Pseudoword-Liquid 11.10 6.01 20.51 7.69 <0.001 ***

Pseudoword-Stop 2.12 1.23 3.64 2.72 0.006 **

Word-Fricative 1.81 1.26 2.59 3.22 0.001 **

Word-Liquid 30.69 6.69 140.67 4.41 <0.001 ***

Word-Stop - - - - -

Syllable-2 (ref.)

Syllable-3 0.92 0.64 1.32 −0.45 0.653
Intercept 0.14 0.09 0.21 −9.01 <0.001 ***

Pseudoword-Fricative (ref.)
Pseudoword-Liquid 15.65 8.88 27.58 9.51 <0.001 ***
Pseudoword-Stop 16.82 11.27 25.09 13.83 <0.001 ***

Word-Fricative 4.43 3.35 5.87 10.42 <0.001 ***
Word-Liquid 513.19 122.58 2148.45 8.54 <0.001 ***

Word-Stop - - - - -
Syllable-2 (ref.)

No Change vs. /d/t/th/

Syllable-3 2.69 2.00 3.63 6.45 <0.001 ***

Other Phoneme vs. /d/t/th/

Intercept 0.20 0.13 0.30 −7.74 <0.001 ***

Pseudoword-Fricative(ref.)

Pseudoword-Liquid 14.99 8.42 26.69 9.20 <0.001 ***

Pseudoword-Stop 6.35 4.05 9.95 8.06 <0.001 ***

Word-Fricative 2.06 1.46 2.90 4.15 <0.001 ***

Word-Liquid 77.24 17.76 335.97 5.80 <0.001 ***

Word-Stop - - - - -

Syllable-2 (ref.)

Syllable-3 1.16 0.84 1.62 0.91 0.364

Random Effects

Intercept (Subject ID)
Co-variance Parameters

Gap ~1 No Change ~1 Other ~1

Estimate SE Estimate SE Estimate SE
Gap ~1 1.69 2.44

No Change ~1 0.19 0.59 0.63 0.18
Other ~1 0.36 0.69 0.22 0.18 0.38 0.21
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Table 4. Results of the follow-up mixed effects multinomial logistic regression, with Word-Fricative
as the reference category for the Block Type-Manner of Articulation condition. Please note that the
random effects covariance parameters are not displayed, since they are identical to Table 3. Significant
fixed effects/interactions are depicted in bold font and indicated with asterisks as follows: * p < 0.05,
** p < 0.01, *** p < 0.001.

Fixed Effects

Contrast Effect RRR 95% CI (LL) 95% CI (UL) z p

Gap vs. /d/t/th/

Intercept 0.35 0.19 0.63 −3.50 <0.001 ***

Word-Fricative(ref.)

Pseudoword-Fricative 0.55 0.39 0.79 −3.21 0.001 **

Pseudoword-Liquid 6.15 3.32 11.40 5.76 <0.001 ***

Pseudoword-Stop 1.17 0.68 2.02 0.58 0.563

Word-Liquid 17.00 3.70 78.01 3.64 <0.001 ***

Word-Stop - - - - -

Syllable-2 (ref.)

Syllable-3 0.92 0.64 1.32 −0.45 0.653
Intercept 0.61 0.40 0.93 −2.32 0.020 *

Word-Fricative(ref.)
Pseudoword-Fricative 0.23 0.17 0.30 −10.42 <0.001 ***
Pseudoword-Liquid 3.53 2.03 6.14 4.47 <0.001 ***
Pseudoword-Stop 3.79 2.60 5.54 6.90 <0.001 ***

Word-Liquid 115.76 27.83 481.56 6.53 <0.001 ***
Word-Stop - - - - -

Syllable-2 (ref.)

No Change vs. /d/t/th/

Syllable-3 2.69 1.99 3.64 6.45 <0.001 ***

Other Phoneme vs. /d/t/th/

Intercept 0.40 0.26 0.61 −4.27 <0.001 ***

Word- Fricative(ref.)

Pseudoword-Fricative 0.23 0.17 0.30 −4.14 <0.001 ***

Pseudoword-Liquid 7.27 4.09 12.93 6.76 <0.001 ***

Pseudoword-Stop 3.08 1.97 4.81 4.94 <0.001 ***

Word-Liquid 37.47 8.62 162.87 4.83 <0.001 ***

Word-Stop - - - - -

Syllable-2 (ref.)

Syllable-3 1.16 0.84 1.62 0.91 0.364

3.2. Correlation between Auditory-Only Filling-In and McGurk Illusion

On the audiovisual task, participants performed well on the congruent audiovisual
trials, which included congruent /ba/ (96.3% ± 2.1% [mean ± se]), congruent /ga/
(100% ± 0%), and congruent /da/ (89.0% ± 3.5%) stimuli. On the incongruent audio-
visual (McGurk) trials comprising /ba/-/ga/ stimuli, there was wide variability in subjects’
susceptibility to the McGurk illusion; 16 of the 34 subjects never experienced the McGurk
illusion (i.e., never perceived /d/,/t/, or /th/ on any of the incongruent trials), and 3 of
the 34 subjects experienced the illusion on 100% of the incongruent trials.

Crucially, as shown in Figure 3, there was a significant across-subjects correlation
between the percentage of ‘/d/t/th/’ perception on the auditory-only task (collapsed
across word and pseudoword trials) and on the McGurk trials (r = 0.397, p = 0.020). Subjects
who perceived the McGurk illusion more often also tended to perceive ‘/d/t/th/’ more
often on the auditory-only trials. We also conducted follow-up correlations for the word
and pseudoword trials separately. The correlation for the pseudoword trials was significant
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(r = 0.386, p = 0.024), and the correlation for the word trials was marginally significant
(r = 0.306, p = 0.078).
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4. Discussion

Our results point to an auditory default mechanism whereby AV integration fails
due to ambiguity in the visual stimuli, forcing the auditory modality to drive the McGurk
illusion on its own (i.e., auditory default). Notably, the results showed that listeners often
perceive a gap in auditory-only stimuli as ‘/d/t/th/’—the same percept often perceived
during the McGurk illusion. Furthermore, participants who were more likely to perceive
‘/d/t/th/’ on the auditory-only task were also more likely to perceive ‘/d/t/th/’ illusory
perception on the McGurk task.

A remaining challenge is to identify the neuronal basis for this proposed auditory
default mechanism. We begin by arguing that current evidence calls into question links
between AV illusions and AV integration. We conclude by proposing that the current
results support the existence of a default mechanism that favors the auditory modality and
thus gives rise to the classic McGurk illusion.

First, assuming parsimony, the same general AV mechanism should underlie the classic
McGurk and visual dominance illusions alike, even though they are induced by different
pairings of visual and auditory syllables. Just because the stimuli are different, it does not
necessarily follow that the AV processing mechanism is distinct. Otherwise, AV processing
would be highly inefficient. Second, we know that the general influence of visual modality
on auditory modality is suppressive [26–30], a finding further confirmed in our own
lab [19]. Third, there is also evidence for a secondary influence of the visual modality on the
auditory modality: an encoding phase, in which the visual modality encodes its phonetic
representation (viseme) within the auditory modality [17,19,31]. Indeed, in Shahin et al. [19],
we demonstrated that visual suppression of the auditory cortex mentioned in the second
premise above is deliberate. This cross-modal suppression occurs so that existing auditory
representations conveyed by the ear are inhibited to render the auditory modality more
prone to alteration by the visual modality (i.e., the cross-modal secondary encoding phase;
third premise above). This is necessary because if auditory representations are too robust,
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it would be difficult for the visual modality to overwrite them. Shahin et al. [19] used the
visual dominance illusion to demonstrate this effect: while the N1-P2 auditory evoked
potentials were suppressed for AV versus auditory-only conditions; there was a specific
encoding effect as well. When individuals heard ‘ba’ when presented with visual-/ba/ and
auditory-/fa/, the auditory N1 increased in amplitude (i.e., became more negative). When
individuals heard ‘fa’ when presented with visual-/fa/ and auditory-/ba/, the auditory
N1 decreased in amplitude. This shift mirrored the relative amplitude difference for /ba/
and /fa/ in the auditory-only condition, with the N1 for /ba/ being larger (more negative)
than the N1 for /fa/.

Based on the above, we propose a tentative model of the McGurk illusion mechanism.
Our theoretical framework illustrated in Figure 4, posits that the classic McGurk illusion
follows the same process as the visual dominance illusion, except for one step. Following
inhibition of phonetic representations within the auditory modality, the encoding step
fails to materialize because the visual utterance of /ga/ or /ka/ is indiscernible—it is
confused with /sa/, /ya/, /ha/, /ja/ [9]. Consequently, the auditory system is faced
with an ambiguous situation: the auditory input has been inhibited while there is no
discernable visual input. As a result, the auditory modality is forced to default to phonetic
representations that are naturally dominant (highly weighted) in discourse (i.e., ‘/d/t/th/’).
Our framework is consistent with animal work [32–34], but deviates from other models,
which assert that decisions about multisensory integration occur in higher-level brain
regions, such as superior temporal sulcus/gyrus and/or prefrontal cortex [2,35–38]. These
high-level networks evaluate the sum of visual and auditory input and conclude upon a
percept [4,39,40].
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Figure 4. Theoretical Framework illustrating underlying mechanism of the (A) Visual dominance
illusion and (B) Classic McGurk illusion. The Visual Dominance illusion involves visually-mediated
inhibition of the auditory cortex, followed by encoding of the visually-conveyed information at the
auditory cortex, leading to auditory perception of the visually-conveyed phoneme. According to the
proposed “Auditory Default” mechanism underlying the Classic McGurk Illusion, visually-mediated
inhibition of the auditory cortex occurs, but because the visual phonetic representation is ambiguous,
the visually-mediated encoding step fails, and thus auditory perception is dominated by the phonetic
representations with the intrinsically strongest weights within the auditory cortex (‘/d/t/th/’).

As for lexical influence, it is interesting that in the auditory-only task, individuals de-
faulted to ‘d/t/th/’ more often when hearing pseudowords than words. This lexical effect
is not surprising given what we know about the phonemic restoration (PR) phenomenon
(also known as illusory filling-in). In PR, words with noise-replaced segments can be heard
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as continuing through the noise (i.e., the speech is perceived as intact) [22,23,41–44]. The
primary difference between the auditory-only task and PR is the difference in replaced
segments—silence versus noise. Words exhibit stronger PR than pseudowords, and the
more syllables that are within the word, the more robust the PR illusion [43]; both of
these effects are consistent with the results from the present auditory-only filling-in task.
Moreover, noise is stronger at eliciting PR than silence [45]. However, an interesting result
is that insertion of a small silent gap coupled with the noise enhances restoration of stop
consonants [44–46]. Indeed, even in the present study, relative to pseudowords or words
with a missing fricative/affricate, pseudowords with a stop consonant replaced completely
by silence were more likely to be accurately filled-in than perceived as ‘/d/t/th/’, and
words with a missing stop consonant were never incorrectly perceived as ‘/d/t/th/’. In-
terestingly, words and pseudowords with missing fricatives/affricates were most often
filled-in incorrectly with ‘/d/t/th/’. Together, these results suggest that the lexical and
articulatory context modulate the auditory-only filling-in process, but further research is
needed to fully understand these incidental findings as they are beyond the scope of the
present manuscript.

There are a few additional issues that warrant our attention. First, recent reports have
raised doubts about the suitability of the McGurk illusion as a tool for understanding
AV integration of spoken language [11,12]. These researchers assert that the McGurk
illusion is based on stimulus manipulations that are rare in real life situations (in particular,
see [11]). Such a view is consistent with the reasoning laid out in a recent review of
visual-only illusions [47]. However, we do not subscribe to this reasoning. Our view is
that manipulating stimuli in ways that rarely—or never—occur in real-life is a powerful
way to understand the mechanisms underlying real-life processing. After all, it is our
rich history of experiencing situations in real-life that likely gives rise to the experience of
illusions. Thus, reverse investigation (“reverse engineering”) is key to understanding the
mechanisms at play in ecologically valid situations. Second, because our study suggests that
the McGurk illusion is a consequence of failure to integrate AV percepts, it is not surprising
that individuals who experience this illusion do not perform better on ecologically valid
AV speech comprehension tasks, in line with the conclusions of van Engen et al. [12].
Third, while incongruent AV stimuli in spoken language rarely existed decades ago, we
now encounter them often in communication due to video conferencing. In a way, the
discovery of the McGurk illusion in 1976, has significantly impacted our understanding
of an evolving perceptual phenomenon that is currently often encountered in real life
situations—audiovisual incongruency. Thus, the McGurk illusion was well ahead of
its time.

5. Conclusions

In the current study, we argue that the well-known McGurk illusion may arise due to
a failure of audiovisual integration. Consequently, perception is exclusively determined
within the auditory modality, such that perception favors (i.e., defaults to) the phonemes
often implicated in the McGurk illusion, /d/t/th/. For these reasons, the McGurk illusion
is not well suited as a tool to study AV mechanisms in spoken language. However, the
McGurk illusion remains an outstanding discovery in language perception research, one
that has significantly advanced knowledge in the field.
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