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Abstract

:

Sensory augmentation provides novel opportunities to broaden our knowledge of human perception through external sensors that record and transmit information beyond natural perception. To assess whether such augmented senses affect the acquisition of spatial knowledge during navigation, we trained a group of 27 participants for six weeks with an augmented sense for cardinal directions called the feelSpace belt. Then, we recruited a control group that did not receive the augmented sense and the corresponding training. All 53 participants first explored the Westbrook virtual reality environment for two and a half hours spread over five sessions before assessing their spatial knowledge in four immersive virtual reality tasks measuring cardinal, route, and survey knowledge. We found that the belt group acquired significantly more accurate cardinal and survey knowledge, which was measured in pointing accuracy, distance, and rotation estimates. Interestingly, the augmented sense also positively affected route knowledge, although to a lesser degree. Finally, the belt group reported a significant increase in the use of spatial strategies after training, while the groups’ ratings were comparable at baseline. The results suggest that six weeks of training with the feelSpace belt led to improved survey and route knowledge acquisition. Moreover, the findings of our study could inform the development of assistive technologies for individuals with visual or navigational impairments, which may lead to enhanced navigation skills and quality of life.
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1. Introduction


According to theories of embodied cognition, there is a reciprocal relationship between action and perception [1,2]. In the context of spatial navigation, body movements lead to new incoming sensory information across the visual, motor, kinesthetic, and vestibular domains [2,3,4]. Changes in the incoming sensory information affect spatial cognition and lead to an updated motor response. The motor response, in turn, changes the sensory perception, and the process repeats until attention is redirected, for instance, toward a different stimulus or stimulus feature (sensorimotor contingencies) [3,4]. Given the reciprocal relationship between action and perception, sensory interaction with the environment appears to be one of the most crucial aspects of spatial knowledge acquisition [5,6,7,8,9].



Spatial knowledge is usually acquired through direct interaction with the environment but can be facilitated through the use of indirect sources such as cartographic maps [10,11,12,13]. To this end, humans combine spatial knowledge acquired from direct experience using an egocentric spatial reference frame [14,15,16] with spatial knowledge acquired through an allocentric reference frame [11,13,17]. During the acquisition of spatial knowledge in a previously unknown environment, people usually first learn the locations of landmarks and connecting routes in terms of left- and right-turn combinations [13,16,18,19,20]. Based on the combination of spatial knowledge acquired from direct experience and additional knowledge from indirect sources, action-relevant representations [3,21] of the environment can be shaped into an organized structure that contains information about the distance and distribution of objects in space [10,11,12]. This process is often referred to as the acquisition of survey knowledge [13,16]. Spatial knowledge acquisition is a multisensory process involving vision, smell, sound, and the vestibular sense [22,23,24,25,26]. More specifically, previous research has shown that the source of spatial exploration influences spatial knowledge acquisition [10]. Thus, spatial knowledge acquisition is a process that depends on various sensory modalities and is affected differently by different sources of spatial information.



Sensory augmentation technologies provide additional sensory information through a native sensory modality and can be used for various usability applications. For instance, several researchers attempted to enhance perception through sensory augmentation of one or multiple senses [27]. Applications of visual sensory augmentation include Augmented Reality (AR) and Virtual Reality (VR) approaches that can be used to present products to customers (i.e., Kabaq) or to support the treatment of various psychological disorders [28,29]. Tactile sensory augmentation revolves around the manipulation or addition of tactile sensory perception. This can be achieved by changing the texture, weight, size, and shape of a perceived object [30,31]. Moreover, technological advances might allow for the development of new ways to stimulate the skin [27]. Auditory sensory augmentation, for instance, playing sounds through headphones, can be used to enhance and potentially even alter the quality of a perception perceived through a different modality [32,33,34]. Multisensory augmentation technologies involve the augmentation of at least two sensory modalities. For instance, the perception of a liquid can be augmented through a device that combines tactile vibration with sounds [31,35]. These findings suggest that augmented senses can be learned and integrated together with native senses.



While existing sensory experiences can be enhanced, sensory augmentation also allows creating entirely new sensory experiences. In the context of spatial navigation, tactile sensory augmentation devices that provide access to previously unknown information have been suggested as a way to boost spatial navigation. For instance, the “EyeCane” is a cane that offers blind users a novel sense of distances toward objects in space [36,37,38]. It uses an infrared signal to measure the distance toward a pointed object and produces a corresponding auditory signal. Moreover, tactile sensory augmentation devices have been developed to study how users learn to use a new sense [39,40,41,42]. A sensory augmentation device that might be particularly interesting with regard to the study of spatial knowledge acquisition is the feelSpace belt. The feelSpace belt gives the user a sense of cardinal directions through tactile stimulation around the waist, pointing to the direction of cardinal north (for a detailed description, see Section 4.2.2). Previous research on the feelSpace belt found that users reported an altered perception of space and a subjectively improved spatial navigation ability after wearing and training with the belt for an extended duration of six weeks [41]. Moreover, sleep-electroencephalography (EEG) has shown procedural learning to be increased during the first week of training with the device [43]. Further investigations using functional magnetic resonance imaging (fMRI) have shown differential activations in sensory and higher motor brain regions during a virtual path integration task [43]. Based on these subjective and physiological reports, the feelSpace belt appears to be a useful tool to study how humans attain a novel sense of cardinal directions.



Following this line of research, we are interested in the behavioral effects induced by the feelspace belt. König and colleagues [43] reported that no behavioral effect for the feelSpace belt could be found in a complex homing paradigm. A potential explanation is that the complex homing paradigm was conducted on a very small scale (19–22 m) [43] and could therefore have been solved by exclusively using the vestibular system [44,45]. Moreover, these studies were challenged with small sample sizes, for instance, due to time-intensive experimental procedures [41,43] or a focus on specific test subjects [40,46]. Interestingly, previous research investigating spatial knowledge in real-world environments identified the challenge that there is a large interindividual variability in spatial navigation ability and the acquisition of spatial knowledge across the population [47,48,49], which increases even more when factors such as the degree of familiarity with the environment are likely to impact the results. These are merely impossible to account for when conducting experiments in large-scale real-world environments [50,51,52]. Overall, previous research has emphasized the importance of a high degree of experimental control, which can be achieved by providing a sufficient but not excessively large environment, a reasonable sample size to be able to detect group differences statistically, and finally, by ensuring that participants’ familiarity with the environment is comparable at baseline.



By allowing for the creation of a large amount of new, fully customizable environments with the possibility to track variables such as body or eye movements precisely, VR appears to be a promising solution to increase experimental control while maintaining a high degree of realism. As connoted earlier, real-world spatial navigation depends on a wide variety of variables that change constantly and are difficult to control or predict. Sacrificing experimental control for ecological validity could increase the risk of including systematic bias, such as pre-existing differences. Consequently, experimental paradigms within the field of spatial navigation often include highly controlled environments with limited exploration and movement possibilities, such as maze navigation tasks [53,54,55,56,57,58,59,60]. In contrast, recent studies suggested using visually realistic but nevertheless controllable VR environments [10,61,62,63,64,65]. Previous studies that used VR to study spatial navigation reported promising results [66]. Nevertheless, a previous VR study on the feelSpace belt showed that the approach requires sufficient exploration time in the unknown environment as it could otherwise not be distinguished from chance-level performance [67]. Given that adequate exploration time is provided, urban VR environments might offer a realistic yet controllable alternative to study spatial navigation.



Here, to account for the aforementioned challenges in investigating the effect of the feelSpace belt on spatial learning, we investigate the effect of real-world training with the feelSpace belt on spatial navigation and spatial knowledge acquisition in a custom-made naturalistic urban VR environment. To this end, we recruited a sufficiently large sample of participants and trained them to use the feelSpace belt as an augmented sense for cardinal directions. First, participants wore and trained with the belt for six weeks during their everyday life. Then, participants individually explored a large-scale urban VR environment in five separate 30-min sessions while wearing the feelSpace belt indicating the predefined virtual direction of north. Eventually, we assessed four tasks, each measuring different aspects of knowledge of cardinal directions, survey knowledge, or route knowledge. In order to compare the performance of the belt group, an equally sized control group also completed the exploration and test sessions in the VR environment (see Figure 1). By comparing the spatial knowledge of the belt and the control group after completion of the task assessments, we aim to answer whether tactile sensory augmentation with the feelSpace belt, by providing a sense of cardinal north, supports spatial knowledge acquisition in a realistic urban VR environment.




2. Results


In order to answer the research question of whether sensory augmentation with the feelSpace belt, by providing a sense of north, affects spatial navigation strategies and performance, 56 participants were recruited and divided across two groups. The belt group consisted of 29 participants that were provided with an augmented sense of cardinal north in the form of the feelSpace belt. The control group consisting of 27 participants was not provided with the augmented sense and was therefore limited to using their native senses. Due to unforeseen time constraints and other unknown reasons, three participants did not complete the study and were excluded. This resulted in a final sample of 53 participants (27 belt group). The data from all 53 participants that completed the experiment were considered for the analysis.



2.1. Baseline Comparison of Spatial Strategy Use


A Wilcoxon rank sum test for independent samples was used to compare the groups’ scores on the FRS subscales [68] (egocentric/global, survey, or cardinal directions navigation strategies) at baseline (see Section 4.3). The results showed no significant difference between the two groups at baseline across all three scales, Ws(nbelt    ≤    270, ncontrol    ≤    260)    ≤    36,004, ps > 0.05 (see Figure 2). Thus, there is no indication that the belt and control groups were different regarding their reported use of spatial navigation strategies before the experimental procedures.




2.2. Training Phase of the Belt Group


The experimental group participants were asked to fill in a daily and a weekly questionnaire (see Appendix A) that assessed, for instance, their belt-wearing and active training times. Results of the training times showed that participants, on average, wore the belt for 9.18 h (h) per day (d; s = 2.78). The self-reported active training time was on average 2.27 h/d (s = 1.74). Compared to a previous study by Kaspar and colleagues [41,43] that found active training time (M = 1.57 h/d) to be correlated to perceiving the belt positively, the belt group in our current study trained for about 42 min more per day. At the same time, the average belt-wearing time was slightly lower than in the previous study (M = 10.49 h/d). Overall, the training time slightly exceeded the target values and the values reported in previous studies, showing participants’ compliance with the experimental procedures.



We assessed the FRS questionnaire a second time after the belt group completed the training phase to investigate whether the training with the augmented sense affected the use of spatial navigation strategies. Compared to the baseline, the median score of the participants in the belt group scored was unchanged on the ‘egocentric/global orientation’ scale (see Figure 2; Ws(nbelt    ≤    270, ncontrol    ≤    260)    ≤    36,004, ps > 0.05). It increased by one on the ‘survey’ scale and by two on the ‘cardinal directions’ scale. For a statistical evaluation, we focus not on the median but test the full distributions using a Wilcoxon signed rank test for dependent samples. The rating on all three scales differed significantly after training as compared to the baseline measurement (egocentric scale, W(ns = 270) = 3492, p < 0.001; survey strategies, W(ns = 189) = 1232, p < 0.001; and cardinal directions, W(ns = 54) = 21, p < 0.001). Analysis of Wilcoxon effect sizes (r) revealed large effects for the ‘survey’ (r(ns = 189) = 0.503) and the ‘cardinal directions’ (r(ns = 189) = 0.733) scale, and a moderate effect size for the ‘egocentric’ scale (r(ns = 270) = 0.404). Taken altogether, the training with the belt caused significant changes on all scales, with larger effect sizes on the ‘survey’ and ‘cardinal directions’ scales than on the ‘egocentric’ scale.




2.3. Task Assessment Phase


Following the VR exploration sessions (Section 4.4), we assessed participants’ spatial navigation performance using four spatial tasks: pointing north, pointing to building locations, building placement, and wayfinding. The first task directly addresses knowledge of cardinal directions. The second and third tasks measure different aspects of survey knowledge (see Section 4.5). The fourth task, wayfinding, relies on left- and right-turn combinations, commonly referred to as route knowledge, related to an egocentric perspective. To assess the effect of the augmented sense, the belt group wore the belt during all tasks but pointing north.



2.3.1. Pointing North


The pointing north task assessed participants’ knowledge of cardinal directions. They were placed in front of one of the buildings with street art on their walls (for a detailed description, see Section 4.5.1) and were asked to point in the direction of cardinal north from this location. This procedure was repeated fifty-six times in a randomized order which resulted in fifty-six unique trials, each repeated once. Note that the belt group performed this test with a deactivated belt. Moreover, to test the absence of indirect cues for cardinal directions (Section 4.5.1), the control group was left unaware of the north direction. During each trial, the pointing accuracy was measured in terms of the pointing error from the true beeline direction of cardinal north in the VR environment (see Figure 3). The pointing error was calculated as the absolute angular difference (0–180°) between the participant’s pointing direction and the beeline vector pointing from the participant’s location toward the north. The belt group performed significantly better than the control group with a difference of the median error of 79.94° and a large Wilcoxon effect size (r(nbelt = 3019, ncontrol = 2912) = 0.526). The distribution of pointing errors was significantly different between the two groups, as revealed by a Wilcoxon rank sum test (W(nbelt = 3019, ncontrol = 2912) = 1,727,085, p < 0.001). The results demonstrate that participants in the belt group acquired knowledge about cardinal directions, which was available even while the belt was deactivated.




2.3.2. Pointing to Building Locations


The pointing to building locations task assesses aspects of the participants’ survey knowledge. They had to point in a beeline from their current location toward a given building located in the city. Therefore, participants were placed in front of eight building locations. From each, they pointed toward the remaining seven before being teleported to the next building location (for a detailed description, see Section 4.5.2). In total, the task consisted of fifty-six trials, each repeated once. Similar to the pointing north task, the pointing error was calculated as the absolute angular difference between the participant’s pointing direction and the beeline vector pointing from the participant’s location toward the actual building location. The belt group performed better than the control group in pointing toward given building locations with a difference of the median error of 9.83° (see Figure 4) and correspondingly small Wilcoxon effect size (r(nbelt = 3019, ncontrol = 2912) = 0.101). A Wilcoxon rank sum test considering the full distributions revealed that the difference between groups was statistically significant (W(nbelt = 3013, ncontrol = 2912) = 3,873,130, p < 0.001). These results show that the belt groups’ accuracy in pointing toward building locations was higher, indicating an increased acquisition of survey knowledge.




2.3.3. Building Placement


The building placement task extends the assessment of survey knowledge to include metric aspects. Participants were instructed to place 28 buildings back in their original location in the city. Then, they were placed at one location in the city from which they had to position a building mapped to their controller in the correct direction, distance, and orientation (for a detailed description, see Section 4.5.3) from a first-person perspective. Thereby, we measured three different outcomes: placement direction error, distance error, and rotation error. First, we analyzed the placement direction error (°) in the same way we analyzed the pointing error in the pointing to building locations task. Then, we additionally analyzed the distance to the correct location and the rotation error for the building placement. To this end, we calculated the distance between the placement location and the correct target location in the virtual equivalent of meters (m) and the angle of deviation (°) from the correct building rotation (facing direction). As the three outcome variables might rely on different aspects of spatial navigation, they were considered separately for the analysis. Compared to the control group, the belt group placed the houses with a median error smaller by 8.09° (see Figure 5A). Similarly, the participants in the belt group were more accurate than the controls in reproducing the initial building orientation, with the median error reduced by 27.63° (see Figure 5B). Finally, the belt group was significantly more accurate than the control group in placing the building at the correct distance, with the median error reduced by 21.70 m (see Figure 5C). Wilcoxon effect sizes calculated for all three outcome variables indicate that the effect sizes were small (rs(nsbelt = 744, nscontrol = 724) ≤ 0.156). For statistical testing, three separate Wilcoxon rank sum tests were performed, each analyzing the performance differences between the belt and the control group concerning one of the outcome variables. The results reveal a significantly higher accuracy in the belt group regarding all three outcome variables as compared to the control group (W(nbelt = 744, ncontrol = 724) = 246,938, p < 0.001, W(nbelt = 744, ncontrol = 724) = 220,824, p < 0.001, W(nbelt = 744, ncontrol = 724) = 224,776, p < 0.001; placement direction, building orientation, distance respectively). In conclusion, the belt group placed the buildings more accurately than the control group regarding the buildings’ direction, distance, and orientation, indicating an improvement in survey knowledge.




2.3.4. Wayfinding


Finally, we assessed route knowledge through the wayfinding task. Starting at a designated location in the city, participants had to find the most efficient path to a given building location (for a detailed description, see Section 4.5.4). The task was conducted to determine whether the augmented sense of cardinal north would lead to improved wayfinding. In order to complete the task, each participant navigated toward nine different locations in regular or reversed order. Each trial had a maximum duration, and trials where the target location was not reached within this time were set to the maximum duration of the longest path. The task aims to provide a close-to-real-life application of spatial navigation strategies. Compared to the control group, the participants of the belt group completed this task faster by 43.89 s (difference of medians, see Figure 6), which reflects a small Wilcoxon effect size (r(nbelt = 243, ncontrol = 234) = 0.120). A Wilcoxon rank sum test revealed that this difference between the groups was significant (W(nbelt = 243, ncontrol = 234) = 24,552, p < 0.01). The results show that participants in the belt group were more efficient in finding routes than control participants.






3. Discussion


The research question we aimed to answer was whether tactile sensory augmentation with the feelSpace belt supports and improves spatial knowledge acquisition by providing a sense of cardinal north. After training with the belt, participants subjectively rated their navigation strategies higher on all scales of the FRS questionnaire. The effect size was larger concerning the survey and cardinal direction scale than the egocentric scale. The behavioral results of the spatial VR tasks demonstrated improved pointing accuracy and performance in all aspects of the building placement task. Furthermore, a small improvement was demonstrated in the route-finding task. This pattern of results is fully compatible with a noticeable improvement in survey knowledge and a modest improvement in route knowledge. As such, the match of subjective and behavioral results presented here is a critical keystone demonstrating the potential of tactile sensory augmentation when it is practically applied to spatial navigation. The present study rests heavily on virtual reality techniques to achieve several objectives. Firstly, VR techniques provide full control over the design and the corresponding size of the environment. Compared to previous studies investigating the feelSpace belt, as well as some studies of general spatial cognition, the virtual city was larger and thereby allowed more extensive exploration [51,52,62]. The vestibular system informs about rotations on a time scale of not more than 30 s [69], which is of limited use in such large environments. In contrast, on a large spatial scale, the feelSpace belt provides reliable information throughout the exploration session [43] (also see Section 4.2.1). Secondly, previous studies showed that it is essential to account for the participant’s familiarity with the environment [50,70]. Using a custom-designed VR city gives precise control of participants’ familiarity and spatial knowledge of the environment [71,72,73,74]. Third, a six-week training phase provided sufficient time for the participants to accustom and master the processing of the information provided by the belt [39,41]. This is crucial since previous studies provided evidence that using the feelSpace belt without training rendered no behavioral effects in spatial virtual reality tasks [67]. Fourth, by increasing the exploration sessions to five [10,62], we further ensured that participants were reasonably familiar with the VR environment, reaching a performance clearly above chance levels [67]. Fifth, previous studies used bodily rotations [10] and, in some cases, physical movement—for instance, using omnidirectional treadmills [75,76]—as movement input. In the current study, physical full-body rotation movement was translated to the VR environment, which Riecke and colleagues [6] argued might be sufficient to gain considerable navigation improvements. The physical body rotation was then translated by a controller to induce movement. More specifically, in contrast to previous studies, the translation of the movement input was relative to the direction of a chest-mounted body tracker. The direction of the body tracker was translated as the forward direction for movement input. Most contemporary VR systems translate movement inputs from a controller relative to translation in the direction of the head/gaze. As participants might not always look into the direction they want to walk toward, or the other way around, this can be disturbing. The body tracker mounted around their chest allows for intuitive free viewing without constant adaptation of movement inputs. Finally, we increased the sample size based on the outcome of a power analysis, thereby increasing the likelihood of a given effect showing up statistically. Overall, in the present study, we successfully addressed a multitude of problems associated with studying spatial navigation in VR.



This does not mean that VR techniques are without problems. While VR allows for the creation and presentation of realistic and immersive visual environments [61,63,64,65,66], the environments are less information-rich and often less interactive than real environments. First, the city is relatively sparse for the participants as there is no traffic or life. To address this issue, we currently investigate the spatial exploration of virtual cities that encompass human avatars. Second, it contains several buildings and stores, but working, shopping, or meeting other people in Westbrook is not possible. The relatively sparse environment and a lack of interaction possibilities could have negatively affected participants’ motivation to explore the environment further or could have led to a different exploration style compared to the real world. We tried to compensate for this by placing graffiti on all buildings that would later be used in the task and by giving participants a goal to explore: take photographs of the graffiti. Third, physical movement speed can vary from slow walking to running depending on the situation and individual preference of the agent. Interestingly, previous research has shown a tradeoff between movement speed and accuracy [77,78,79]. Movement speed in the virtual environment was limited to a maximum of 5.1 km/h, which is the estimated preferred average movement speed of humans [80,81,82]. While this resulted in more methodological consistency and presumably higher movement accuracy across participants, it might have negatively affected participants who prefer higher movement speeds, such as people living in large cities [83,84]. Fourth, hardware limitations such as tracking inaccuracy could have led to involuntary or delayed movements, which cause a mismatch between action and perception. Involuntary movements are associated with an increased occurrence of cybersickness [85]. To limit the risk of the occurrence of tracking issues, our experimental setup (also see Section 4.2.3) included four lighthouses, each tracking the controller input and the participant’s movement from one side. Fifth, real-world environments are dynamic and multisensory [50,86]. While vision and movement can be transferred into the VR environment reasonably well, as described above, other senses, such as smell, also appear to play an essential role in spatial navigation. For instance, several studies using virtual reality found a simulated smell to improve the memory of places or objects in the environment [87,88] while also increasing the feeling of presence in the environment [89]. At the same time, further technological advances might enable an even more realistic and immersive visual presentation of VR environments. Finally, previous research has emphasized that spatial knowledge can be transferred into a different spatial frame of reference [12,90]. Therefore, it cannot be excluded that an increase in one type of spatial knowledge, for instance, route knowledge, could derive from an increase in another higher-level type of spatial knowledge, such as survey knowledge. Although the addressed issues are unlikely to affect or change the results reported in this study systematically, they are crucial factors to consider to further improve the design of the VR tasks for future spatial navigation research. Although random participant assignment was not feasible in our study due to significant differences in subject involvement and varying timelines, we administered the spatial strategies questionnaire to the experimental and control groups at the start of the study. Our analysis revealed no significant differences in all three questionnaire scales between the two groups. However, after training, we observed consistent distinctions between the pre and post-training scores of the belt group. While a confounding bias cannot be entirely ruled out, our testing suggests no indication of such a bias. In line with previous research [47,48,49,50,51,52], our results show that there was a large interindividual variability between participants in the same group (see Figure 3, Figure 4, Figure 5 and Figure 6). Some participants, especially in the belt group, appear to solve the tasks consistently well. In contrast, others are unable to solve the task, as reflected by a median performance around the chance level. Consequently, the Wilcoxon effect sizes [91] in the pointing to building locations, building placement, and wayfinding tasks are small, although the median difference appears to be substantial when considering absolute units. Furthermore, the sample was drawn mostly from university-internal recruitment through mailing lists. Therefore, the study likely attracted people naturally interested in spatial cognition or related research topics. While all participants were unaware of the hypothesis being tested, the study did not follow a double-blind procedure. Studies not following double-blind procedures are particularly susceptible to bias [92]. Specifically, the fact that the belt group engaged in six weeks of training with the belt leading up to the experiment while the control group did not might have biased the results. In contradiction to this assumption, the reported active training time with the belt was higher than in previous studies. More interestingly, we found no significant difference between the belt and control groups in terms of spatial strategy use before the study. While this finding does not exclude that there were pre-existing differences or biases compared to the general population, it supports the validity of the comparison of spatial knowledge between groups after the VR exploration phase.



3.1. The Effect of the feelSpace Belt on Spatial Knowledge Acquisition


In order to evaluate the effect of the feelSpace belt on spatial knowledge acquisition, we assessed cardinal, survey, and route knowledge in four VR tasks. Firstly, we discuss the effect of the feelSpace belt on cardinal directions through the pointing north task. Secondly, we discuss the effect of the feelSpace belt on survey knowledge assessed by pointing to building locations and building placement. Finally, we discuss a potential effect on route knowledge as reflected by the results of the wayfinding task. Taken altogether, the results suggest that the belt group acquired significantly more cardinal, survey, and to a lesser degree also route knowledge.



The pointing north task assessed participants’ knowledge of the cardinal directions. It was based on König and colleagues’ [10,50,62] “absolute orientation task” that assessed participants’ knowledge about the direction of cardinal north using a two-alternative forced choice task design. While the “absolute orientation task” was conducted on a computer screen and participants were not immersed in the VR, the present pointing north task allows for dynamic measurements of pointing direction directly inside the VR environment. The results of the pointing north task align with the reported increased use of spatial strategies related to cardinal directions [68], indicating that more cardinal spatial knowledge has been acquired. A previous study has shown a similar effect after multiple weeks of training with the feelSpace belt [41]. Indicating the cardinal north is beneficial, as it provides a global orientation point that can be used to gain knowledge about the alignment of small spaces [50,62]. Upon successful alignment, these smaller snippets can then form an integrated large-scale survey knowledge [93]. Overall, the pointing north task results show that sensory interaction through an augmented sense of cardinal directions facilitates spatial knowledge acquisition related to cardinal directions.



The pointing to building locations task aims to assess survey knowledge. Tasks similar to the pointing to building locations task have previously been used for the same purpose [94,95]. Moreover, Berry and Bell [96] found that survey knowledge was more predictive of pointing accuracy than route knowledge. The pointing to building locations task results indicate that the augmented sense led the belt group to acquire more survey knowledge [13,16,19,20]. These results support the hypothesis that the training with the augmented sense in the natural environment followed by the exploration of the VR with the belt improved the acquisition of survey knowledge. However, several studies argued that the ability to point in the general direction of a building could not be equated with the ability to use a cognitive map. Indeed, the pointing direction to a building and the initial path segment of a route to that building are not statistically independent. More often than not, the optimal route will be offset at an angle of less than 90° relative to the pointing direction than at larger angles. For this reason, other tests of survey knowledge have been developed. For example, survey knowledge is evaluated when comparing a map drawn by a participant to the real map of a given environment [97,98,99,100,101]. However, several researchers have argued that improved performance in a map-drawing task could also derive from an upscaled route representation [12,102,103]. Furthermore, drawing a map requires a perspective switch from an egocentric perspective to a bird’s eye view. Other tasks, such as finding shortcuts [104,105,106,107] or estimating distances [95,100,101,108], have also been used to evaluate survey knowledge. These tasks, however, are also not without problems, as they allow the gathering of additional information during the performance of a task (shortcut) or are particularly susceptible to distortion [109,110] and large pre-existing individual differences [95,111]. The building placement task aimed to combine the advantages of performing an efficient test within VR and addressing survey knowledge more directly than estimating a direction. Specifically, it tests a metric property in the form of the distance and the relative orientation of the building. These are two aspects that are also relevant in map-drawing tasks. However, the building placement task does not require a perspective switch. The results from the building placement task align with the results of the pointing to building locations task regarding placement or pointing direction accuracy, respectively. Moreover, the results align with previous studies showing increased reported use of navigation strategies related to survey knowledge over time [41,43]. The finding that belt participants also performed more accurately at estimating distances and orientations of buildings in the VR environment further supports the hypothesis that the feelSpace belt improves the acquisition of survey knowledge after training and VR exploration [13,16,19,20].



Finally, the wayfinding task was used to assess route knowledge. The wayfinding task is common in spatial navigation research, especially in maze studies [53,54,55,56,57,58,59,60]. As compared to artificial environments such as mazes which usually incorporate a complex structure of paths, the wayfinding task in this study was applied to an environment that is complex due its size and variety. The results indicate the feelSpace belt and the corresponding training also lead to improved wayfinding, which reflects increased route knowledge acquisition [112,113]. In summary, the results reveal that belt participants were able to acquire more route knowledge, allowing them to find their way more efficiently than control participants.




3.2. Sensory Augmentation Can Enhance Human Performance


The effect of the feelSpace belt after training and VR exploration with the belt on spatial knowledge acquisition demonstrates that sensory augmentation devices are an effective way to enrich human biological sensory perception with additional information when participants had the chance to incorporate the augmented sense through previous training. In the present study, we show that the combination of a six-week training period, exploring the VR environment with the belt, and performing the VR tasks with the belt (except pointing north) is sufficient to achieve the reported behavioral benefits. This does not mean that all components of that combination are necessary, as they could potentially be replaced. However, previous studies [41,43] had a comparable six-week training period for both groups except for wearing the belt and showed differences in the quality of perception and physiological results obtained by EEG and fMRI, but they did not show a significant behavioral improvement. This indicates that a six-week training period by itself is not sufficient. Additionally, follow-up studies exploring a VR city without the belt [10] and with the belt but without previous training in a natural environment [67] did not indicate significant differences in pointing accuracy. This shows that using the belt by itself is not sufficient. Therefore, we assume that the improved spatial knowledge reported in this paper is likely a result of the combination of training with the augmented sense in the real world, exploring the VR environment with the belt, and performing the VR tasks with the belt which together render a sufficient combination for behavioral improvement. We propose that the constant availability of congruent information on cardinal north during training provides an accessible and reliable spatial reference frame, contributing to the positive effect on spatial knowledge acquisition. However, whether the tested combination of training with the belt and using the belt in VR is the minimal sufficient, i.e., necessary set, remains to be shown.



The current findings support the theory of sensorimotor contingencies (SMCs) [3,4] showing that law-like relations between a previously unknown signal within the environment and a known set of behavioral responses can be learned and applied effectively. While some SMCs have been shown to already be present during childhood [114,115,116], the current study contributes to the growing scientific evidence showing that healthy adults can also effectively learn to interpret a novel sensory signal [39,117] after a training period. In this context, this study provides evidence that the learned SMCs can lead to significant performance improvements in humans when they are applied to a meaningful context. Similar techniques could be applied to sensory substitution, for instance, to compensate for sensory disability, disorder, or deficits [40,118,119,120,121,122,123,124], or to other sensory augmentation devices to further enhance human perception by allowing humans to perceive information that they cannot naturally incorporate through their senses [27,30,31,32,33,34,35]. Specifically, similar sensory augmentation techniques have been used to aid deaf and blind people during spatial navigation, showing that training with sensory augmentation devices can lead to improved navigational performance and reduced discomfort [46,121,125,126].



Nevertheless, there are various future challenges regarding the translation of information recorded by one or multiple sensors to a meaningful sensory signal that humans can perceive. For many types of information that can be recorded through sensors, it remains unclear how the recorded signal could be translated to a native sensory modality in an intuitive but meaningful way. Consequently, there is a need to investigate further which sensory modalities and, more specifically, which combinations of sensory modalities and signals are suitable to support the formation of SMCs. Furthermore, it remains to be investigated whether and how more complex signals, for instance dynamic information, can be augmented or substituted to support the formation of SMCs in humans. While the use of a linear signal was essential to the aim of the current study, the expression of dynamic information would require the creation of meaningful dynamic output signals, for instance, using customizable frequencies and levels of intensity [127]. The current study demonstrates that healthy human adults can create new SMCs between their bodily movements and a previously unknown augmented sense, yet the limitations of sensory augmentation are currently unclear.




3.3. Conclusions


We conclude that using the feelSpace belt after training in a natural environment and exploration of the VR environment supports spatial navigation in a realistic VR environment by providing a sense of north. First, we conclude that changes to the VR environment and the VR movement system based on previous studies improved the quality of the acquired data. Previous results on self-reported changes in space perception [41,43] could be reproduced, expanded, and supported with behavioral results. In this line, the feelSpace belt has been shown to facilitate the acquisition of knowledge of cardinal directions, survey knowledge, and to a lesser degree, also route knowledge perceptually and behaviorally. Nevertheless, interindividual variability is large [47,48,49]. Therefore, future research could investigate interindividual differences in spatial knowledge acquisition. The VR spatial navigation tasks we created resolve a variety of issues reported by previous studies to assess the acquisition of survey and route knowledge more accurately. Based on the promising effect of the augmented sense on space perception, it is evident that sensorimotor contingencies can be formed between an augmented sense and a previously unknown environment. Future research on sensory augmentation could focus on employing electrophysiological measures such as EEG to assess what cognitive processes are involved in processing the augmented signal of cardinal north.





4. Materials and Methods


The study followed a between-subject mixed-methods design. The general aim of the study was to compare behavioral and qualitative self-reported changes related to spatial navigation between two groups: the belt group that wore and trained with the feelSpace belt for six weeks, during the VR exploration sessions, and all but one task (not in the pointing north task), and the control group that performed the VR exploration sessions and the experimental part, not wearing the feelSpace belt at any point in time. By choosing a between-subject design, we can analyze the differences between the belt and a control group. Moreover, we increase methodological consistency by assessing the same tasks in both groups without the risk of introducing time-related or carryover effects that can occur in a within-subject design [128]. The mixed-methods design allows data to be analyzed from two different viewpoints: self-reported effects from questionnaires can be compared with behavioral effects found during the task assessment. Altogether, the between-subject mixed-methods design helps to ensure methodological consistency, reduces the occurrence of potential biases, and makes it possible to analyze the congruence between qualitative and quantitative behavioral results. To determine the appropriate sample size for the current study, we conducted an a priori power analysis using G*Power 3.1.9.6 software. Given the novel and highly granular nature of our dependent variable (i.e., an angular error instead of forced choice tasks) compared to previous work, we assumed a medium effect size (r = 0.5) for a Wilcoxon rank sum test. A type I error rate of 0.05 and a power of 0.8 were chosen. Based on these assumptions, the analysis indicated that 56 test subjects would be required for the study.



4.1. Participants


Two separate recruitment processes were made for the control and experimental group. Participants were recruited via mailing lists, flyers, and suitable social media platforms. Informed consent was obtained from all participants after they had received a general introduction to the study. The selection of participants was handled based on a general screening questionnaire. Exclusion criteria involved age above 39, current or past substance abuse or addiction, medical abnormalities that could impact cognitive functions, use of psychotropic drugs, and history of neurological conditions or head injury. Moreover, as the experiment required participants to spend multiple hours (in separate sessions) in the VR environment, a history of motion or cybersickness and visual impairments that cannot be corrected by wearing contact lenses led to exclusion from the study. We recruited a total of 62 participants. We initially screened them in a VR test session before the recruitment. Six participants were excluded due to acute motion sickness during this session. Moreover, three participants did not complete the study due to motion sickness and unknown reasons (see Section 2). The final sample contained 53 healthy adults (38 females and 15 males) between 18 and 35 years of age, with a mean age of 23.01 years (s = 4.14). The sample can be divided into 27 belt and 26 control participants. These individuals served as participants for a monetary reward or university-internal participation credits. The sample was drawn from the city of Osnabrück and the surrounding area. All participants were fluent in English or German. All study materials were provided in English and German (see Section 4.6). The ethical committee of the University of Osnabrück approved the protocol of the study prior to the recruitment.




4.2. Experimental Setup


The same experimental setup was used for all exploration and task assessment sessions to guarantee methodological consistency. The HTC Vive was connected to an experimental computer in order to display the VR environment (see Section 4.2.3). To avoid the connection cables interfering with the participants’ movements, we installed a cable routing system on the laboratory’s ceiling (see Figure 7). Participants were seated on a swivel chair without a backrest. Real-world movement inputs such as walking were not feasible to integrate as the VR environment was too large. Nevertheless, the swivel chair setup required participants to sit upright and allowed smooth body rotations, for instance, when turning. The rotations, in turn, would result in a change in the belt’s signal that adjusts dynamically toward the cardinal north in the VR environment. Moreover, previous research has shown physical rotations to affect navigation similarly to walking [6]. Overall, the laboratory setup allows for exploration that resembles real-world navigation, rotational movements, and viewing behavior while not requiring the possibility of moving freely.



4.2.1. The VR Environment


The VR environment Westbrook with its size of 1 km    2   and its 236 unique buildings, was designed to suit the needs of close-to-real-world spatial navigation research. Westbrook has various streets, ranging from small pedestrian paths to main streets [74]. The movement was limited to paths and streets using a custom-created navigation mesh. We added visual boundaries such as high steps or fences to ensure participants understood intuitively where they could and could not move. As fast movement speed can increase motion sickness [129], movement speed was limited to the virtual equivalent of 5.1 km/h. This resembles the average preferred walking speed of humans aged between 18 and 35 [130]. Up to this limit, participants could dynamically adjust their movement speed by pressing the joystick further or less far in the desired direction. To suit the needs of spatial navigation research in urban environments, the terrain is even, and the city has various features such as parks with trees, bushes and fences, bus stops, cars, bikes, and many more (see Section 4.6). In contrast to a previous study [10], Westbrook was designed to contain no cues regarding cardinal directions. For instance, Westbrook contains a cloudy skybox that does not include an image of the sun. The lighting is handled so that no shadows are displayed. Figure 8 illustrates the layout of “Westbrook” with all 236 buildings enumerated. To avoid confusion, buildings considered part of another building, such as garages, a barn, or a silo, were not counted separately but received the same number as the building they belonged to. Buildings 1–56 are task-relevant buildings, meaning they were used in at least one of the tasks (see Section 4.5). The four orange buildings (see Figure 8) are tall buildings that were placed on the edges of the city to be used as potential landmarks. The 18 buildings marked in blue are residential, while the ones marked in red are stores of various kinds that one would find in a typical small town. All 236 buildings are equipped with custom-size colliders.




4.2.2. The feelSpace Belt


Sensory augmentation was achieved using the feelSpace belt (also see Section 1). The feelSpace belt is a vibrotactile sensory augmentation device in the form of a belt worn around the waist (see Figure 9). It is equipped with sixteen vibromotors evenly spaced around the user’s waist. While it can be used for various purposes, we used it as a tactile sensory augmentation device for cardinal directions. To this end, the belt provided constant vibratory feedback about the cardinal north. Only the vibromotor facing the direction of the cardinal north was activated. This can be achieved through a compass integrated into the control unit of the device (see Figure 9). The smartphone app ’belt control’ provided by the company feelSpace can be used to change the direction of the belt’s signal, for instance, to indicate cardinal south instead. While test subjects were not allowed to change the settings of the belt, we used this feature to change the belt’s signal from indicating real-world cardinal north to the direction we previously defined as virtual north (see Figure 8). To calibrate the belt to match the direction of the virtual north, we asked participants to align themselves with an arrow facing the virtual north that we displayed in VR on the floor of an empty black space. The experimenter then set the belt signal to match this direction.




4.2.3. Experiment Computer and VR System


The exploration and task assessment sessions were conducted using an Alienware desktop computer with an Nvidia RTX 2080 Ti graphics card (driver version 456.71) and an Intel i9 processor. The system was running Windows 10 (64-bit, build-version 19,042) equipped with 32 GB of RAM. During the VR sessions, frame rates were steady at around 90 frames per second (fps), never dropping below 60 fps. This is sufficient to provide a fluent picture while reducing the risk of motion sickness [131]. The VR environment was presented using the HTC Vive Pro Eye head-mounted display (HMD) for the exploration and task assessment sessions. The VR is presented on two AMOLED displays with a resolution of 1440 × 1600 pixels each. The display refresh rate is 90 Hz, and the horizontal and vertical field of view are specified as 106° and 110°, respectively [132]. Eye tracking was recorded throughout the study using the built-in eye tracker but was not included in the final analysis due to the focus on the results of the behavioral tasks. In order to display the VR environment on the HMD, we used SteamVR version 1.16.10. Interaction with the VR environment was possible through Valve Index controllers and an HTC Vive tracker 2.0. The Valve Index controllers are compatible with the HTC Vive VR system. Unlike the regular HTC Vive controllers, they incorporate a joystick for more intuitive movement controls. Additionally, the Valve Index controllers support hand and finger tracking, which is a feature that we implemented to display target locations in the wayfinding task (also see Section 4.5.4). The Vive tracker 2.0 is compatible with the remaining setup and can be used to accurately track the position and orientation of, for instance, the participant’s body. In our study, we mounted the tracker to the chest of the participants (also see Section 4.2.1). To ensure high data quality, we used four HTC base stations 2.0 to track the HMD, the controllers, and the tracker from four sides. Using outside-in tracking, participants’ movements during the experiment can be measured with sub-millimeter accuracy. Overall, the system specifications were sufficient to display the city fluently (>60 fps) at a maximum level of detail and using the maximum render distance. Moreover, the controls aim to make the movement as intuitive and realistic as possible (see Section 4.5), and the precise tracking allows for exact measurements of body movements and rotation.





4.3. Questionnaires


We administered three questionnaires during the study to measure training progress and perceived changes to spatial cognition. During the training phase, participants filled in two self-developed questionnaires: one daily and the other one weekly (see Appendix A). These questionnaires aimed to monitor participants’ training progress, potentially occurring technical issues, and observed behavioral changes. For instance, participants were asked to track their daily activities with the belt, their active training time, and their daily belt-wearing duration. We used the responses to these self-report questionnaires to calculate participants’ daily belt-wearing duration as well as active training time (i.e., running, or cycling) with the augmented sense. Control participants did not participate in the training phase. Therefore, they were also not required to answer the daily and weekly questionnaires. Before the first VR session, we assessed the FRS questionnaire [68] in both groups. The FRS is a self-report measure for the use of spatial strategies during everyday life. It consists of 21 questions, each assigned to one of the three scales: egocentric/global, survey, and cardinal directions [68]. The FRS measures participants’ likelihood to apply spatial strategies related to egocentric/global knowledge, survey knowledge, or cardinal directions, respectively. The aim was to compare the FRS results of both groups to analyze whether the groups were different regarding their preferred use of spatial strategies at the start of the experiment. Finally, after completing their last task assessment session, the belt group filled in the FRS questionnaire again. The aim was to compare the preferred spatial strategies of the belt group at baseline with their preferred spatial strategies after several weeks of training with the augmented sense.




4.4. VR Exploration Phase


Participants in the VR experiment were required to explore the city of Westbrook, which covered an area of about 1 km2 and consisted of 236 unique buildings, including 56 task-relevant buildings with street art on their walls (see buildings 1–56 in Figure 8). The participants were instructed to take photos of any building they encountered with street art, as this would help them become familiar with the buildings that would later be used as target stimuli in the tasks during the assessment phase (for exact task instructions, see Section 4.6). Furthermore, the assignment served as a motivation for participants to explore. The exploration phase consisted of five thirty-minute long sessions in VR, with the belt group wearing the feelSpace belt indicating cardinal north. In contrast, the control group received no information about cardinal directions. Before entering the VR, participants were provided with a movement tutorial to understand the movement controls, which involved using a joystick to move relative to the participant’s facing direction. Participants could take a photo by pressing the trigger button of the controller twice in rapid succession, which was stored as a screenshot. The exploration sessions were repeated five times, with at least 6 h but no more than three working days in between the sessions to ensure methodological consistency.




4.5. Task Assessment Phase


Next, participants performed two task assessment sessions. This was to reduce the risk of cybersickness or other known side effects of extended VR exposure. The first session lasted about 60–90 min. In this session, we assessed the pointing north task, the pointing to building locations task, and the building placement task. Player movement was disabled during all tasks in the first task assessment session. This means participants were unable to perform directional movements but could rotate their head and body as usual. We did this to ensure that all participants would have the same visuospatial cues at their disposal. In the second test session, we assessed the wayfinding task with for about 30–50 min. To ensure that participants had fully understood their respective tasks, test trials were provided for all experimental tasks, and participants were only allowed to start the experiment after demonstrating they had fully understood the task and the controls at hand.



4.5.1. Pointing North


We conducted the pointing north task with the feelSpace belt switched off, as belt participants would have otherwise merely had to point into the same direction as the feelSpace belt. Moreover, the control group was left unaware of the virtual direction of the north throughout the experiment to ensure symmetry and completeness with regard to the research design and to test that the VR environment contained no visible direct or indirect identifiers of the direction of cardinal north as intended. In the pointing north task, participants were instructed to point toward the virtual north (see Figure 8). To this end, they were placed in front of the 56 task-relevant buildings (1–56 in Figure 8) in a random order. Pointing was achieved by pointing with a controller (left or right based on personal preference). When pointing the Valve Index controller into a particular direction, a green beam was displayed in the VR to show participants where they were pointing (see Figure 7). Participants moved the controller and thereby controlled the beam to match their intended pointing direction. When participants decided, they could log in their response by pressing the trigger button once. Thereby, the green beam and the corresponding pointing vector could be frozen. Next, participants could confirm the pointing direction by pressing the trigger button again or cancel their selection and point again by pressing the “B” (quick menu) button. Each trial had a maximum duration of 30 s. A timer counting backwards from ten was displayed at the bottom of the screen during the last ten seconds. If no response had been recorded after thirty seconds, the trial timed out and the program advanced to the next trial. After completion or timeout of one trial, a black screen was displayed while participants were placed in front of the next task-relevant building. In order to avoid that participants identified cardinal north correctly once and subsequently only had to point in the same direction, they were rotated away from their previous facing direction in varying degrees between trials. The rotation degrees were randomly selected from a list of incremental angles ranging between −180 and 180 degrees (for data and scripts, see Section 4.6). All 56 unique trials were repeated once, resulting in 112 pointing north trials.




4.5.2. Pointing to Building Locations


Belt participants wore the feelSpace belt during this and all subsequent tasks. In the pointing to building locations task, participants were instructed to point toward a building location displayed in the top middle of the HMD. They were placed at random in front of one of eight task-relevant buildings that were strategically selected for this task based on their categories and locations (see buildings 1–8 in Figure 8). One of the remaining seven building locations was randomly selected as the target location and displayed in the top middle of the screen. After participants pointed toward the target building location, the trial was completed. In the following six trials, participants were required to point toward the remaining six target locations in a randomized order. When participants completed all seven trials from the first starting location, they were teleported to the next randomly selected location out of the remaining seven locations that were not used as starting locations. Participants again pointed toward the seven remaining locations. This procedure was repeated until they had pointed from each of the eight selected locations toward each of the remaining seven, resulting in 56 unique trials. Then, the task was repeated once, resulting in a total of 112 trials. Apart from the points described above, the pointing to building locations task followed the same procedure and incorporated the same control mechanics as the pointing north task (see Section 4.5.1).




4.5.3. Building Placement


In the building placement task, participants were placed at seven different locations in a randomized order. They were required to place four different buildings from each location, also in a randomized order. Overall, participants placed 28 different buildings from 7 different locations. The 28 buildings and the 7 locations were strategically selected based on their location and distance to other task-relevant buildings from the list of 56. More specifically, the seven locations were selected to be as far away from each other as possible but not located on the edges of the city, as this would reduce the placement possibilities. The four buildings that had to be placed from each of these seven locations were selected based on their distance and visibility from the respective location. It was important that the buildings would neither be too far away to place them accurately nor too close to the participant’s location, which could negatively affect the validity of the task. Participants had 1 min and 30 s to place each building. The building that participants had to place was displayed about five meters in front of them. Participants then had to place the building to its correct location using pointing movements and controller inputs. The building placement task required participants to use two Valve Index controllers: one for each hand. While participants could choose their preferred side, we will only explain the controls for a right-handed participant here to provide an example. Similarly to the pointing direction in the pointing tasks, the placement direction in the building placement task could be adjusted by pointing with the right controller. The placement distance could be adjusted by moving the joystick of the left controller forwards to move the building away or backwards to move the building toward the participant’s location. By moving the joystick of the right-hand controller to the right side, the building could be rotated counterclockwise around its axis to adjust the facing direction. To rotate the building clockwise, participants could move the right-hand joystick to the left. All buildings could only be moved around on the floor and could not be lifted into the air. While the view to the correct building locations was occupied by other buildings, buildings and other objects on the way toward the placement location were displayed as see-through. More specifically, by moving the placement building into another object in the city, only the edges of the other object would remain visible, and all other textures within a small ellipse around the placement building would become see-through. Thereby, the participant can see the placement location accurately while still being able to use the object’s skeleton as an orientation point. The task ended when all 28 buildings had been placed.




4.5.4. Wayfinding


For the wayfinding task, participants from both groups were randomly assigned one of two trial orders: regular or reverse. They were instructed to find the most efficient path toward nine different target locations. When they moved the left controller into their field of view, a smartphone was displayed in the respective location on the VR display. Upon starting the experiment, participants were shown a picture of a nearby building that they needed to navigate toward. When they were moving within a 10 m radius of a trigger zone placed in front of the target location, the trigger zone was made visible in the form of a red-colored circle. When participants entered the circle, the trigger zone disappeared, and a new green-colored trigger zone appeared next to it. By entering this trigger zone, a new target building was displayed on the smartphone, and the next trial was initiated. Movement input could be provided by moving the joystick of the right controller in the respective direction. Each trial had a maximum duration that was relative to the fastest time it could take to complete the route. When the maximum duration was reached, a green line was displayed on the floor, guiding the participant to the building displayed on the smartphone. Upon reaching the destination, the subsequent trial was started automatically, and the next target location was displayed. Excluding the test trial, there were a total of 9 trials that all participants underwent.





4.6. Statistical Analyses


A significance level of p < 0.05 was established for all statistical tests. As a method of analysis, we used a Wilcoxon rank sum test for independent samples to analyze pre-existing differences in the use of spatial strategy (FRS questionnaire) between the two groups. To evaluate changes within the belt group, we used a Wilcoxon sign rank test for dependent samples to compare the preferred spatial strategy used before and after the training. Results from the daily and weekly questionnaires were aggregated to the group level but not analyzed further. As the results from all four experimental tasks were heavily skewed and therefore violated the normality assumption of most parametric tests, we used non-parametric statistical tests. Wilcoxon rank sum tests were performed to compare the two groups’ accuracy in the pointing north task, the pointing to building locations task, the building placement task, and the wayfinding task.
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Appendix A


Appendix A.1. Daily Questionnaire


During the six-week training phase, belt participants filled in a digital version of this questionnaire on a daily basis. It contains a mix of binary, Likert-scale, and open questions to assess the participant’s training progress and subjective changes to their space perception and cognition. For Likert-scale items, we used a 5-point Likert scale containing the categories: (1) strongly disagree/never; (2) slightly disagree/rarely; (3) neither agree nor disagree/sometimes; (4) slightly agree/frequently; (5) strongly agree/always.



	
Please answer the following questions honestly. There are no “correct” or “false” answers. We want to know as exactly as possible what you are experiencing during the experiment with the belt and how that makes you feel. It is important that you fill in this questionnaire on a daily basis, preferably every evening around the same time. Have a great time with the belt and thank you very much in advance!



	
 



	
Please fill in the date of today [DD, MM, YYYY]



	
Please fill in the current time [HH:MM]



	
Did you encounter any technical/practical problems with the belt today? (e.g., failures, problems with the fit of the belt, other problems): (Yes/No) 



	
If you answer to the previous question was yes, please describe the problem as detailed as possible here and contact us immediately: 



	
 



	
Activities with the belt: 



	
How long did you wear the belt today? Please fill in the precise time in hours (may be rounded off to half an hour): 



	
Please list activities that you have engaged in with the belt today and specify how long you engaged in the respective activity. [e.g., “Groceries while walking (60 min)”; “Cycling to work and back (25 min)”; “Having a walk through the forest (40min)”] You can use a new line for each activity: 



	
 



	
Sleeping behavior: 



	
How many hours did you sleep last night [HH:MM] 



	
Did you sleep during the day today? (Yes/No) 



	
If your answer to the previous question was “Yes”, please specify how long you slept during the day today. [HH:MM] 



	
Please specify in how far you agree with the following statement: I slept well last night: (Likert scale: 1–5) 



	
Did you dream last night? (Yes/No) 



	
If your answer to the previous question was yes, did you perceive any changes in your dreams? Please describe these: 



	
 



	
Current Wellbeing: 



	
Please specify in how far you agree with the following statement: 



	
Today I felt well concerning my health: (Likert scale: 1–5) 



	
Please indicate how you felt for the majority of the day using the attributes listed below: 



	
Cheerful: (Likert scale: 1–5) 



	
Awake: (Likert scale: 1–5) 



	
Calm: (Likert scale: 1–5) 



	
Listless: (Likert scale: 1–5) 



	
 



	
Did you realize something special or irregular while wearing the belt today? If yes, please describe your experience as detailed as possible! 



	
Did you realize something special or irregular while you were not wearing the belt today? If yes, please describe your experience as detailed as possible! 



	
 



	
Free journal/diary entries: 



	
Here, you have the option to describe things and experiences that are important to you and that you want to share with us:







Appendix A.2. Weekly Questionnaire


During the six-week training phase, belt participants filled in a digital version of this questionnaire on a weekly basis under guidance of one of our experimenters. It contains a mix of binary, Likert-scale, and open questions to assess the participant’s training progress and subjective changes to their space perception and cognition. For Likert-scale items, we used a 5-point Likert scale containing the categories: (1) strongly disagree/never; (2) slightly disagree/rarely; (3) neither agree nor disagree/sometimes; (4) slightly agree/frequently; (5) strongly agree/always.



	
 



	
Please answer the following questions honestly. There are no “correct” or “false” answers. We want to know as exactly as possible what you are experiencing during the experiment with the belt and how that makes you feel. It is important that you fill in this questionnaire on a weekly basis, preferably always on the same day.



	
 



	
Weekly session Nr. (1–6):



	
Please fill in the date of today [DD, MM, YYYY]



	
Please fill in the current time [HH:MM]



	
 



	
How much did the belt restrict you during your daily activities this week?



	
(Likert scale: 1–5)



	
 



	
Please indicate in how far you agree with the following statements:



	
During the previous week, I was motivated to wear the belt. (Likert scale: 1–5)



	
I am consciously perceiving the belt during the entire time that I am wearing it.



	
(Likert scale: 1–5)



	
 



	
Please indicate with the following statements how you perceive the information transmitted by the belt with regard to your position in space:



	
I perceive the transmitted information as a vibration. (Likert scale: 1–5)



	
I do not perceive the transmitted information as a vibration, but differently.



	
(Likert scale: 1–5)



	
If you perceive the information transmitted by the belt differently and not as a vibration, please describe this feeling:



	
After taking off the belt, I still perceive a sustained feeling of vibration.



	
(Likert scale: 1–5)



	
While wearing the belt, I am always aware of my location relative to my house (home).



	
(Likert scale: 1–5))



	
I am consciously concentrating on the belt, in order to be able to use the information that it provides. (Likert scale: 1–5)



	
I find it easier with the belt than without the belt to orient myself in a foreign/unknown environment. (Likert scale: 1–5)



	
I find it easier with the belt than without the belt to estimate the location of different places relative to other places. (Likert scale: 1–5)



	
I possess a “cognitive spatial map” of my living environment, meaning I know exactly where a certain place, that is important to me, is located. (Likert scale: 1–5)



	
Did you already have the “cognitive spatial map” of your living environment already before you started wearing the belt? (Yes/No/I do not have a cognitive map)



	
With the belt I find it easier than without the belt to estimate how streets are oriented relative to other streets. (Likert scale: 1–5)



	
Since I started wearing the belt, I perceive cardinal directions more consciously.



	
(Likert scale: 1–5)



	
With the belt I feel safer in foreign/unknown environments than without the belt.



	
(Likert scale: 1–5)



	
My spatial navigation abilities have improved subjectively since I started wearing the belt.



	
(Likert scale: 1–5)



	
When I take off the belt, my spatial navigation abilities get worse. (Likert scale: 1–5)



	
When I am wearing the belt, my fellows react positively to it. (Likert scale: 1–5)



	
 



	
Taken altogether, I am developing a new perception of space with the belt: (Yes/No)



	
If your answer to the previous question was “yes”, please describe in as much detail as possible how you perceive and experience this new perception of space:



	
 



	
I noted additional specific changes with regard to myself that could be related to the belt: (Yes/No)



	
If your answer to the previous question was “yes”, please describe in as much detail as possible which changes you noticed and how the changes express themselves:









References


	



Varela, F.J.; Thompson, E.; Rosch, E. The Embodied Mind, Revised Edition: Cognitive Science and Human Experience; MIT Press: Cambridge, MA, USA, 2017. [Google Scholar]

	



Wilson, M. Six views of embodied cognition. Psychon. Bull. Rev. 2002, 9, 625–636. [Google Scholar] [CrossRef]

	



Engel, A.K.; Maye, A.; Kurthen, M.; König, P. Where’s the action? The pragmatic turn in cognitive science. Trends Cogn. Sci. 2013, 17, 202–209. [Google Scholar] [CrossRef]

	



O’Regan, K.J.; Noë, A. A sensorimotor account of vision and visual consciousness. Behav. Brain Sci. 2001, 24, 939–973. [Google Scholar] [CrossRef]

	



Gramann, K. Embodiment of Spatial Reference Frames and Individual Differences in Reference Frame Proclivity. Spat. Cogn. Comput. 2013, 13, 1–25. [Google Scholar] [CrossRef]

	



Riecke, B.E.; Bodenheimer, B.; McNamara, T.P.; Williams, B.; Peng, P.; Feuereissen, D. Do We Need to Walk for Effective Virtual Reality Navigation? Physical Rotations Alone May Suffice. In Proceedings of the Spatial Cognition VII, Mt. Hood/Portland, OR, USA, 15–19 August 2010; Springer: Berlin/Heidelberg, Germany, 2010; pp. 234–247. [Google Scholar] [CrossRef]

	



Ruddle, R.A.; Volkova, E.; Bülthoff, H.H. Walking improves your cognitive map in environments that are large-scale and large in extent. ACM Trans. Comput.-Hum. Interact. 2011, 18, 1–20. [Google Scholar] [CrossRef]

	



Ruddle, R.A.; Volkova, E.; Mohler, B.; Bülthoff, H.H. The effect of landmark and body-based sensory information on route knowledge. Mem. Cognit. 2011, 39, 686–699. [Google Scholar] [CrossRef]

	



Waller, D.; Loomis, J.M.; Haun, D.B.M. Body-based senses enhance knowledge of directions in large-scale environments. Psychon. Bull. Rev. 2004, 11, 157–163. [Google Scholar] [CrossRef]

	



König, S.U.; Keshava, A.; Clay, V.; Rittershofer, K.; Kuske, N.; König, P. Embodied Spatial Knowledge Acquisition in Immersive Virtual Reality: Comparison to Map Exploration. Front. Virtual 2021, 2. [Google Scholar] [CrossRef]

	



Meilinger, T.; Frankenstein, J.; Bülthoff, H.H. Learning to navigate: Experience versus maps. Cognition 2013, 129, 24–30. [Google Scholar] [CrossRef] [PubMed]

	



Montello, D.R.; Waller, D.; Hegarty, M.; Richardson, A.E. Spatial memory of real environments, virtual environments, and maps. In Human Spatial Memory; Psychology Press: London, UK, 2004; pp. 271–306. [Google Scholar]

	



Thorndyke, P.W.; Hayes-Roth, B. Differences in spatial knowledge acquired from maps and navigation. Cogn. Psychol. 1982, 14, 560–589. [Google Scholar] [CrossRef]

	



Montello, D.R. A new framework for understanding the acquisition. In Spatial and Temporal Reasoning in Geographic Information Systems; Oxford University Press: New York, NY, USA, 1998; Volume 143. [Google Scholar]

	



Shelton, A.L.; McNamara, T.P. Orientation and perspective dependence in route and survey learning. J. Exp. Psychol. Learn. Mem. Cogn. 2004, 30, 158–170. [Google Scholar] [CrossRef] [PubMed]

	



Siegel, A.W.; White, S.H. The development of spatial representations of large-scale environments. Adv. Child Dev. Behav. 1975, 10, 9–55. [Google Scholar] [CrossRef]

	



Taylor, H.A.; Naylor, S.J.; Chechile, N.A. Goal-specific influences on the representation of spatial perspective. Mem. Cognit. 1999, 27, 309–319. [Google Scholar] [CrossRef]

	



Chrastil, E.R. Neural evidence supports a novel framework for spatial navigation. Psychon. Bull. Rev. 2013, 20, 208–227. [Google Scholar] [CrossRef]

	



Krieg-Brückner, B.; Röfer, T.; Carmesin, H.O.; Müller, R. A Taxonomy of Spatial Knowledge for Navigation and its Application to the Bremen Autonomous Wheelchair. In Spatial Cognition: An Interdisciplinary Approach to Representing and Processing Spatial Knowledge; Freksa, C., Habel, C., Wender, K.F., Eds.; Springer: Berlin/Heidelberg, Germany, 1998; pp. 373–397. [Google Scholar] [CrossRef]

	



Golledge, R.G.; Smith, T.R.; Pellegrino, J.W.; Doherty, S.; Marshall, S.P. A conceptual model and empirical analysis of children’s acquisition of spatial knowledge. J. Environ. Psychol. 1985, 5, 125–152. [Google Scholar] [CrossRef]

	



Gallagher, S. Enactivist Interventions: Rethinking the Mind; Oxford University Press: New York, NY, USA, 2017. [Google Scholar]

	



Dozio, N.; Maggioni, E.; Pittera, D.; Gallace, A.; Obrist, M. May I Smell Your Attention: Exploration of Smell and Sound for Visuospatial Attention in Virtual Reality. Front. Psychol. 2021, 12, 671470. [Google Scholar] [CrossRef] [PubMed]

	



Ehinger, B.V.; Fischer, P.; Gert, A.L.; Kaufhold, L.; Weber, F.; Pipa, G.; König, P. Kinesthetic and vestibular information modulate alpha activity during spatial navigation: A mobile EEG study. Front. Hum. Neurosci. 2014, 8, 71. [Google Scholar] [CrossRef]

	



Fialho, L.; Oliveira, J.; Filipe, A.; Luz, F. Soundspace VR: Spatial navigation using sound in virtual reality. Virtual Real. 2021, 27, 397–405. [Google Scholar] [CrossRef]

	



Maggioni, E.; Cobden, R.; Dmitrenko, D.; Hornbæk, K.; Obrist, M. SMELL SPACE: Mapping out the Olfactory Design Space for Novel Interactions. ACM Trans. Comput.-Hum. Interact. 2020, 27, 1–26. [Google Scholar] [CrossRef]

	



Michon, P.E.; Denis, M. When and Why Are Visual Landmarks Used in Giving Directions? In Spatial Information Theory: Foundations of Geographic Information Science, Proceedings of the International Conference, COSIT 2001, Morro Bay, CA, USA, 19–23 September 2001; Springer: Berlin/Heidelberg, Germany, 2001; pp. 292–305. [Google Scholar] [CrossRef]

	



Velasco, C.; Obrist, M.; Petit, O.; Spence, C. Multisensory Technology for Flavor Augmentation: A Mini Review. Front. Psychol. 2018, 9, 26. [Google Scholar] [CrossRef]

	



Schroeder, P.A.; Lohmann, J.; Butz, M.V.; Plewnia, C. Behavioral Bias for Food Reflected in Hand Movements: A Preliminary Study with Healthy Subjects. Cyberpsychol. Behav. Soc. Netw. 2016, 19, 120–126. [Google Scholar] [CrossRef]

	



Maples-Keller, J.L.; Bunnell, B.E.; Kim, S.J.; Rothbaum, B.O. The Use of Virtual Reality Technology in the Treatment of Anxiety and Other Psychiatric Disorders. Harv. Rev. Psychiatry 2017, 25, 103–113. [Google Scholar] [CrossRef] [PubMed]

	



Hirose, M.; Iwazaki, K.; Nojiri, K.; Takeda, M.; Sugiura, Y.; Inami, M. Gravitamine spice: A system that changes the perception of eating through virtual weight sensation. In Proceedings of the 6th Augmented Human International Conference, Singapore, 9–11 March 2015; Association for Computing Machinery: New York, NY, USA, 2015; pp. 33–40. [Google Scholar] [CrossRef]

	



Ikeno, S.; Watanabe, R.; Okazaki, R.; Hachisu, T.; Sato, M.; Kajimoto, H. Change in the Amount Poured as a Result of Vibration When Pouring a Liquid. In Haptic Interaction: Perception, Devices and Applications; Kajimoto, H., Ando, H., Kyung, K.U., Eds.; Springer: Tokyo, Japan, 2015; pp. 7–11. [Google Scholar] [CrossRef]

	



Woods, A.T.; Poliakoff, E.; Lloyd, D.M.; Kuenzel, J.; Hodson, R.; Gonda, H.; Batchelor, J.; Dijksterhuis, G.B.; Thomas, A. Effect of background noise on food perception. Food Qual. Prefer. 2011, 22, 42–47. [Google Scholar] [CrossRef]

	



Yan, K.S.; Dando, R. A crossmodal role for audition in taste perception. J. Exp. Psychol. Hum. Percept. Perform. 2015, 41, 590–596. [Google Scholar] [CrossRef]

	



Youssef, J.; Youssef, L.; Juravle, G.; Spence, C. Plateware and slurping influence regular consumers sensory discriminative and hedonic responses to a hot soup. Int. J. Gastron. Food Sci. 2017, 9, 100–104. [Google Scholar] [CrossRef]

	



Ikeno, S.; Okazaki, R.; Hachisu, T.; Sato, M.; Kajimoto, H. Audio-Haptic Rendering of Water Being Poured from Sake Bottle. In Advances in Computer Entertainment, Proceedings of the 10th International Conference, ACE 2013, Boekelo, The Netherlands, 12–15 November 2013; Springer International Publishing: Berlin/Heidelberg, Germany, 2013; pp. 548–551. [Google Scholar] [CrossRef]

	



Amedi, A.; Stern, W.M.; Camprodon, J.A.; Bermpohl, F.; Merabet, L.; Rotman, S.; Hemond, C.; Meijer, P.; Pascual-Leone, A. Shape conveyed by visual-to-auditory sensory substitution activates the lateral occipital complex. Nat. Neurosci. 2007, 10, 687–689. [Google Scholar] [CrossRef] [PubMed]

	



Maidenbaum, S.; Hannasi, S.; Abboud, S.; Arbel, R.; Shipuznikov, A.; Levy-Tzedek, S.; Chebat, D.; Amedi, A. The EyeCane-distance information for the blind. J. Mol. Neurosci. 2012, 48, S75–S76. [Google Scholar]

	



Maidenbaum, S.; Hanassy, S.; Abboud, S.; Buchs, G.; Chebat, D.R.; Levy-Tzedek, S.; Amedi, A. The “EyeCane”, a new electronic travel aid for the blind: Technology, behavior & swift learning. Restorative 2014, 32, 813–824. [Google Scholar] [CrossRef]

	



Nagel, S.K.; Carl, C.; Kringe, T.; Märtin, R.; König, P. Beyond sensory substitution—Learning the sixth sense. J. Neural Eng. 2005, 2, R13. [Google Scholar] [CrossRef]

	



Kärcher, S.M.; Fenzlaff, S.; Hartmann, D.; Nagel, S.K.; König, P. Sensory augmentation for the blind. Front. Hum. Neurosci. 2012, 6, 37. [Google Scholar] [CrossRef]

	



Kaspar, K.; König, S.; Schwandt, J.; König, P. The experience of new sensorimotor contingencies by sensory augmentation. Conscious. Cogn. 2014, 28, 47–63. [Google Scholar] [CrossRef]

	



Shull, P.B.; Damian, D.D. Haptic wearables as sensory replacement, sensory augmentation and trainer—A review. J. Neuroeng. Rehabil. 2015, 12, 59. [Google Scholar] [CrossRef] [PubMed]

	



König, S.U.; Schumann, F.; Keyser, J.; Goeke, C.; Krause, C.; Wache, S.; Lytochkin, A.; Ebert, M.; Brunsch, V.; Wahn, B.; et al. Learning New Sensorimotor Contingencies: Effects of Long-Term Use of Sensory Augmentation on the Brain and Conscious Perception. PLoS ONE 2016, 11, e0166647. [Google Scholar] [CrossRef] [PubMed]

	



Etienne, A.S.; Maurer, R.; Séguinot, V. Path integration in mammals and its interaction with visual landmarks. J. Exp. Biol. 1996, 199, 201–209. [Google Scholar] [CrossRef]

	



Etienne, A.S.; Jeffery, K.J. Path integration in mammals. Hippocampus 2004, 14, 180–192. [Google Scholar] [CrossRef]

	



Brandebusemeyer, C.; Luther, A.R.; König, S.U.; König, P.; Kärcher, S.M. Impact of a Vibrotactile Belt on Emotionally Challenging Everyday Situations of the Blind. Sensors 2021, 21, 7384. [Google Scholar] [CrossRef]

	



Newcombe, N.S. Individual variation in human navigation. Curr. Biol. 2018, 28, R1004–R1008. [Google Scholar] [CrossRef] [PubMed]

	



Newcombe, N.S.; Hegarty, M.; Uttal, D. Building a Cognitive Science of Human Variation: Individual Differences in Spatial Navigation. Top. Cogn. Sci. 2022, 15, 6–14. [Google Scholar] [CrossRef]

	



Ishikawa, T.; Montello, D.R. Spatial knowledge acquisition from direct experience in the environment: Individual differences in the development of metric knowledge and the integration of separately learned places. Cogn. Psychol. 2006, 52, 93–129. [Google Scholar] [CrossRef]

	



König, S.U.; Goeke, C.; Meilinger, T.; König, P. Are allocentric spatial reference frames compatible with theories of Enactivism? Psychol. Res. 2019, 83, 498–513. [Google Scholar] [CrossRef]

	



Maguire, E.A.; Burgess, N.; O’Keefe, J. Human spatial navigation: Cognitive maps, sexual dimorphism, and neural substrates. Curr. Opin. Neurobiol. 1999, 9, 171–177. [Google Scholar] [CrossRef] [PubMed]

	



Sandstrom, N.J.; Kaufman, J.; Huettel, S.A. Males and females use different distal cues in a virtual environment navigation task. Brain Res. Cogn. Brain Res. 1998, 6, 351–360. [Google Scholar] [CrossRef] [PubMed]

	



Schmitz, S. Gender-related strategies in environmental development: Effects of anxiety on wayfinding in and representation of a three-dimensional maze. J. Environ. Psychol. 1997, 17, 215–228. [Google Scholar] [CrossRef]

	



Rieser, J.J.; Doxsey, P.A.; McCarrell, N.S.; Brooks, P.H. Wayfinding and toddlers’ use of information from an aerial view of a maze. Dev. Psychol. 1982, 18, 714–720. [Google Scholar] [CrossRef]

	



Goldiez, B.F.; Ahmad, A.M.; Hancock, P.A. Effects of Augmented Reality Display Settings on Human Wayfinding Performance. IEEE Trans. Syst. Man Cybern. C Appl. Rev. 2007, 37, 839–845. [Google Scholar] [CrossRef]

	



Ahmad, A.M.; Goldiez, B.F.; Hancock, P.A. Gender Differences in Navigation and Wayfinding using Mobile Augmented Reality. Proc. Hum. Fact. Ergon. Soc. Annu. Meet. 2005, 49, 1868–1872. [Google Scholar] [CrossRef]

	



Cornwell, B.R.; Johnson, L.L.; Holroyd, T.; Carver, F.W.; Grillon, C. Human hippocampal and parahippocampal theta during goal-directed spatial navigation predicts performance on a virtual Morris water maze. J. Neurosci. 2008, 28, 5983–5990. [Google Scholar] [CrossRef] [PubMed]

	



Henson, A.; Mallot, H.; Bulthoff, H.; Meilinger, T. When do we integrate spatial information acquired by walking through environmental spaces? In Proceedings of the Annual Meeting of the Cognitive Science Society, Boston, MA, USA, 20–23 July 2011. Volume 33. [Google Scholar]

	



Kahana, M.J.; Sekuler, R.; Caplan, J.B.; Kirschen, M.; Madsen, J.R. Human theta oscillations exhibit task dependence during virtual maze navigation. Nature 1999, 399, 781–784. [Google Scholar] [CrossRef]

	



Terry, A.V., Jr. Spatial navigation (water maze) tasks. Methods Behav. Anal. Neurosci. 2009, 2, 153–166. [Google Scholar]

	



Diersch, N.; Wolbers, T. The potential of virtual reality for spatial navigation research across the adult lifespan. J. Exp. Biol. 2019, 222, jeb187252. [Google Scholar] [CrossRef]

	



König, S.U.; Clay, V.; Nolte, D.; Duesberg, L.; Kuske, N.; König, P. Learning of Spatial Properties of a Large-Scale Virtual City With an Interactive Map. Front. Hum. Neurosci. 2019, 13, 240. [Google Scholar] [CrossRef] [PubMed]

	



Kothgassner, O.D.; Felnhofer, A. Does virtual reality help to cut the Gordian knot between ecological validity and experimental control? Ann. Int. Commun. Assoc. 2020, 44, 210–218. [Google Scholar] [CrossRef]

	



Parsons, T.D. Neuropsychological Assessment Using Virtual Environments: Enhanced Assessment Technology for Improved Ecological Validity. In Advanced Computational Intelligence Paradigms in Healthcare 6. Virtual Reality in Psychotherapy, Rehabilitation, and Assessment; Brahnam, S., Jain, L.C., Eds.; Springer: Berlin/Heidelberg, Germay, 2011; pp. 271–289. [Google Scholar] [CrossRef]

	



Parsons, T.D. Virtual Reality for Enhanced Ecological Validity and Experimental Control in the Clinical, Affective and Social Neurosciences. Front. Hum. Neurosci. 2015, 9, 660. [Google Scholar] [CrossRef]

	



Jeung, S.; Hilton, C.; Berg, T.; Gehrke, L.; Gramann, K. Virtual Reality for Spatial Navigation. In Current Topics in Behavioral Neurosciences; Springer: Berlin/Heidelberg, Germany, 2022. [Google Scholar] [CrossRef]

	



Kuske, N. On the Relation between Representation and Embodiment in Spatial Cognition. Ph.D. Thesis, Universität Osnabrück, Osnabrück, Germany, 2020. [Google Scholar]

	



Münzer, S.; Hölscher, C. Entwicklung und Validierung eines Fragebogens zu räumlichen Strategien. Diagnostica 2011, 57, 111–125. [Google Scholar] [CrossRef]

	



Young, L.R. The current status of vestibular system models. Automatica 1969, 5, 369–383. [Google Scholar] [CrossRef]

	



Nori, R.; Piccardi, L. Familiarity and spatial cognitive style: How important are they for spatial representation. In Spatial Memory: Visuospatial Processes, Cognitive Performance and Developmental Effects; Thomas, J.B., Ed.; Nova Science Publishers, Inc.: Hauppauge, NY, USA, 2011; pp. 123–144. [Google Scholar]

	



van Veen, H.A.H.C.; Distler, H.K.; Braun, S.J.; Bülthoff, H.H. Navigating through a virtual city: Using virtual reality technology to study human action and perception. Future Gener. Comput. Syst. 1998, 14, 231–242. [Google Scholar] [CrossRef]

	



Sunesson, K.; Allwood, C.M.; Paulin, D.; Heldal, I.; Roupe, M.; Johansson, M.; Westerdahl, B. Virtual reality as a new tool in the city planning process. Tsinghua Sci. Technol. 2008, 13, 255–260. [Google Scholar] [CrossRef]

	



Huffman, D.J.; Ekstrom, A.D. A Modality-Independent Network Underlies the Retrieval of Large-Scale Spatial Environments in the Human Brain. Neuron 2019, 104, 611–622.e7. [Google Scholar] [CrossRef]

	



Nezami, F.N.; Wächter, M.A.; Pipa, G.; König, P. Project Westdrive: Unity City With Self-Driving Cars and Pedestrians for Virtual Reality Studies. Front. ICT 2020, 7, 1. [Google Scholar] [CrossRef]

	



Wehden, L.O.; Reer, F.; Janzik, R.; Tang, W.Y.; Quandt, T. The slippery path to total presence: How omnidirectional virtual reality treadmills influence the gaming experience. Media Commun. 2021, 9, 5–16. [Google Scholar] [CrossRef]

	



Ruddle, R.A.; Volkova, E.; Bülthoff, H.H. Learning to walk in virtual reality. ACM Trans. Appl. Percept. 2013, 10, 1–17. [Google Scholar] [CrossRef]

	



Hancock, P.A.; Newell, K.M. The Movement Speed-Accuracy Relationship in Space-Time. In Motor Behavior: Programming, Control, and Acquisition; Heuer, H., Kleinbeck, U., Schmidt, K.H., Eds.; Springer: Berlin/Heidelberg, Germany, 1985; pp. 153–188. [Google Scholar] [CrossRef]

	



Fullerton, G.S.; Cattell, J.M.K. On the Perception of Small Differences: With Special Reference to the Extent, Force and Time of Movement; University of Pennsylvania Press: Pennsylvania, PA, USA, 1892; Volume 2. [Google Scholar]

	



Woodworth, R.S. Accuracy of voluntary movement. Psychol. Rev. Monogr. Suppl. 1899, 3. [Google Scholar] [CrossRef]

	



Browning, R.C.; Baker, E.A.; Herron, J.A.; Kram, R. Effects of obesity and sex on the energetic cost and preferred speed of walking. J. Appl. Physiol. 2006, 100, 390–398. [Google Scholar] [CrossRef] [PubMed]

	



Mohler, B.J.; Thompson, W.B.; Creem-Regehr, S.H.; Pick, H.L., Jr.; Warren, W.H., Jr. Visual flow influences gait transition speed and preferred walking speed. Exp. Brain Res. 2007, 181, 221–228. [Google Scholar] [CrossRef] [PubMed]

	



Levine, R.V.; Norenzayan, A. The pace of life in 31 countries. J. Cross. Cult. Psychol. 1999, 30, 178–205. [Google Scholar] [CrossRef]

	



Bornstein, M.H.; Bornstein, H.G. The pace of life. Nature 1976, 259, 557–559. [Google Scholar] [CrossRef]

	



Bornstein, M.H. The pace of life: Revisited. Int. J. Psychol. 1979, 14, 83–90. [Google Scholar] [CrossRef]

	



Chardonnet, J.R.; Mirzaei, M.A.; Mérienne, F. Features of the Postural Sway Signal as Indicators to Estimate and Predict Visually Induced Motion Sickness in Virtual Reality. Int. J.-Hum.-Comput. Interact. 2017, 33, 771–785. [Google Scholar] [CrossRef]

	



Chalmers, A.; Debattista, K.; Ramic-Brkic, B. Towards high-fidelity multi-sensory virtual environments. Vis. Comput. 2009, 25, 1101. [Google Scholar] [CrossRef]

	



Tomono, A.; Kanda, K.; Otake, S. Effect of smell presentation on individuals with regard to eye catching and memory. Electron. Commun. Jpn. 2011, 94, 9–19. [Google Scholar] [CrossRef]

	



Tortell, R.; Luigi, D.P.; Dozois, A.; Bouchard, S.; Morie, J.F.; Ilan, D. The effects of scent and game play experience on memory of a virtual environment. Virtual Real. 2007, 11, 61–68. [Google Scholar] [CrossRef]

	



Baus, O.; Bouchard, S. Exposure to an unpleasant odour increases the sense of Presence in virtual reality. Virtual Real. 2017, 21, 59–74. [Google Scholar] [CrossRef]

	



Wallentin, M.; Roepstorff, A.; Burgess, N. Frontal eye fields involved in shifting frame of reference within working memory for scenes. Neuropsychologia 2008, 46, 399–408. [Google Scholar] [CrossRef] [PubMed]

	



Lakens, D. Calculating and reporting effect sizes to facilitate cumulative science: A practical primer for t-tests and ANOVAs. Front. Psychol. 2013, 4, 863. [Google Scholar] [CrossRef]

	



Misra, S. Randomized double blind placebo control studies, the “Gold Standard” in intervention based studies. Indian J. Sex. Transm. Dis. Aids 2012, 33, 131–134. [Google Scholar] [CrossRef]

	



Meilinger, T. Strategies of Orientation in Environmental Spaces; Logos Verlag Berlin GmbH: Berlin, Germany, 2007. [Google Scholar]

	



Moeser, S.D. Cognitive Mapping in a Complex Building. Environ. Behav. 1988, 20, 21–49. [Google Scholar] [CrossRef]

	



Wen, W.; Ishikawa, T.; Sato, T. Individual differences in the encoding processes of egocentric and allocentric survey knowledge. Cogn. Sci. 2013, 37, 176–192. [Google Scholar] [CrossRef]

	



Berry, P.L.J.; Bell, S. Pointing accuracy: Does individual pointing accuracy differ for indoor vs. outdoor locations? J. Environ. Psychol. 2014, 38, 175–185. [Google Scholar] [CrossRef]

	



Colle, H.A.; Reid, G.B. The Room Effect: Metric Spatial Knowledge of Local and Separated Regions. Presence 1998, 7, 116–128. [Google Scholar] [CrossRef]

	



Coluccia, E.; Bosco, A.; Brandimonte, M.A. The role of visuo-spatial working memory in map learning: New findings from a map drawing paradigm. Psychol. Res. 2007, 71, 359–372. [Google Scholar] [CrossRef]

	



Coluccia, E.; Iosue, G.; Antonella, B.M. The relationship between map drawing and spatial orientation abilities: A study of gender differences. J. Environ. Psychol. 2007, 27, 135–144. [Google Scholar] [CrossRef]

	



Goldin, S.E.; Thorndyke, P.W. Simulating Navigation for Spatial Knowledge Acquisition. Hum. Factors 1982, 24, 457–471. [Google Scholar] [CrossRef]

	



van Asselen, M.; Fritschy, E.; Postma, A. The influence of intentional and incidental learning on acquiring spatial knowledge during navigation. Psychol. Res. 2006, 70, 151–156. [Google Scholar] [CrossRef] [PubMed]

	



Shelton, A.L.; Gabrieli, J.D.E. Neural correlates of encoding space from route and survey perspectives. J. Neurosci. 2002, 22, 2711–2717. [Google Scholar] [CrossRef] [PubMed]

	



Hegarty, M.; Montello, D.R.; Richardson, A.E.; Ishikawa, T.; Lovelace, K. Spatial abilities at different scales: Individual differences in aptitude-test performance and spatial-layout learning. Intelligence 2006, 34, 151–176. [Google Scholar] [CrossRef]

	



Chrastil, E.R.; Warren, W.H. Active and passive spatial learning in human navigation: Acquisition of survey knowledge. J. Exp. Psychol. Learn. Mem. Cogn. 2013, 39, 1520–1537. [Google Scholar] [CrossRef] [PubMed]

	



Witmer, B.G.; Sadowski, W.J.; Finkelstein, N.M. VE-Based Training Strategies for Acquiring Survey Knowledge. Presence 2002, 11, 1–18. [Google Scholar] [CrossRef]

	



Tolman, E.C. Cognitive maps in rats and men. Psychol. Rev. 1948, 55, 189–208. [Google Scholar] [CrossRef]

	



Golledge, R.G. Wayfinding Behavior: Cognitive Mapping and Other Spatial Processes; JHU Press: Baltimore, MD, USA, 1999. [Google Scholar]

	



Meilinger, T.; Rebane, J.; Henson, A.; Bülthoff, H.H.; Mallot, H.A. Space and situated cognition. In Proceedings of the Sixth International Conference on Spatial Cognition, Rome, Italy, 7–11 September 2015; Springer Science and Business Media LLC: Berlin, Germany, 2015; Volume 16, pp. 1–113. [Google Scholar] [CrossRef]

	



Stevens, A.; Coupe, P. Distortions in judged spatial relations. Cogn. Psychol. 1978, 10, 422–437. [Google Scholar] [CrossRef]

	



Montello, D.R.; Goodchild, M.F.; Gottsegen, J.; Fohl, P. Where’s downtown?: Behavioral methods for determining referents of vague spatial queries. In Spatial Cognition and Computation; Psychology Press: London, UK, 2017; pp. 185–204. [Google Scholar]

	



Kozlowski, L.T.; Bryant, K.J. Sense of direction, spatial orientation, and cognitive maps. J. Exp. Psychol. Hum. Percept. Perform. 1977, 3, 590–598. [Google Scholar] [CrossRef]

	



Wiener, J.M.; Büchner, S.J.; Hölscher, C. Taxonomy of Human Wayfinding Tasks: A Knowledge-Based Approach. Spat. Cogn. Comput. 2009, 9, 152–165. [Google Scholar] [CrossRef]

	



He, Q.; McNamara, T.P.; Bodenheimer, B.; Klippel, A. Acquisition and transfer of spatial knowledge during wayfinding. J. Exp. Psychol. Learn. Mem. Cogn. 2019, 45, 1364–1386. [Google Scholar] [CrossRef] [PubMed]

	



Myowa-Yamakoshi, M.; Takeshita, H. Do Human Fetuses Anticipate Self-Oriented Actions? A Study by Four-Dimensional (4D) Ultrasonography. Infancy 2006, 10, 289–301. [Google Scholar] [CrossRef]

	



DeCasper, A.J.; Spence, M.J. Prenatal maternal speech influences newborns’ perception of speech sounds. Infant Behav. Dev. 1986, 9, 133–150. [Google Scholar] [CrossRef]

	



Rovee, C.K.; Rovee, D.T. Conjugate reinforcement of infant exploratory behavior. J. Exp. Child Psychol. 1969, 8, 33–39. [Google Scholar] [CrossRef] [PubMed]

	



Bao, T.; Carender, W.J.; Kinnaird, C.; Barone, V.J.; Peethambaran, G.; Whitney, S.L.; Kabeto, M.; Seidler, R.D.; Sienko, K.H. Effects of long-term balance training with vibrotactile sensory augmentation among community-dwelling healthy older adults: A randomized preliminary study. J. Neuroeng. Rehabil. 2018, 15, 5. [Google Scholar] [CrossRef]

	



Stiles, N.R.B.; Shimojo, S. Auditory Sensory Substitution is Intuitive and Automatic with Texture Stimuli. Sci. Rep. 2015, 5, 15628. [Google Scholar] [CrossRef]

	



Dey, N.; Paul, A.; Ghosh, P.; Mukherjee, C.; De, R.; Dey, S. Ultrasonic Sensor Based Smart Blind Stick. In Proceedings of the 2018 International Conference on Current Trends towards Converging Technologies (ICCTCT), Coimbatore, India, 1–3 March 2018; pp. 1–4. [Google Scholar] [CrossRef]

	



Chebat, D.R.; Schneider, F.C.; Kupers, R.; Ptito, M. Navigation with a sensory substitution device in congenitally blind individuals. Neuroreport 2011, 22, 342–347. [Google Scholar] [CrossRef]

	



Eagleman, D. Plenary talks: A vibrotactile sensory substitution device for the deaf and profoundly hearing impaired. In Proceedings of the 2014 IEEE Haptics Symposium (HAPTICS), Houston, TX, USA, 23–26 February 2014; p. xvii. [Google Scholar] [CrossRef]

	



Petry, B.; Illandara, T.; Elvitigala, D.S.; Nanayakkara, S. Supporting Rhythm Activities of Deaf Children using Music-Sensory-Substitution Systems. In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, Montreal, QC, Canada, 21–26 April 2018; Association for Computing Machinery: New York, NY, USA, 2018; pp. 1–10. [Google Scholar] [CrossRef]

	



Loomis, J.M.; Klatzky, R. Functional equivalence of spatial representations from vision, touch, and hearing: Relevance for sensory substitution. In Blindness and Brain Plasticity in Navigation and Object Perception; Rieser, J.J., Ashmead, D.H., Ebner, F., Corn, A.L., Eds.; Taylorfrancis: New York, NY, USA, 2007; Volume 1, pp. 167–196. [Google Scholar] [CrossRef]

	



Perruchoud, D.; Pisotta, I.; Carda, S.; Murray, M.M.; Ionta, S. Biomimetic rehabilitation engineering: The importance of somatosensory feedback for brain–machine interfaces. J. Neural Eng. 2016, 13, 041001. [Google Scholar] [CrossRef]

	



Chebat, D.R.; Maidenbaum, S.; Amedi, A. Navigation using sensory substitution in real and virtual mazes. PLoS ONE 2015, 10, e0126307. [Google Scholar] [CrossRef]

	



Maimon, A.; Wald, I.Y.; Oz, M.B.; Codron, S.; Netzer, O.; Heimler, B.; Amedi, A. The Topo-Speech sensory substitution system as a method of conveying spatial information to the blind and vision impaired. Front. Hum. Neurosci. 2023, 16. [Google Scholar] [CrossRef] [PubMed]

	



Hoskins, R.; Wang, J.; Cao, C.G.L. Use of stochastic resonance methods for improving laparoscopic surgery performance. Surg. Endosc. 2016, 30, 4214–4219. [Google Scholar] [CrossRef]

	



Charness, G.; Gneezy, U.; Kuhn, M.A. Experimental methods: Between-subject and within-subject design. J. Econ. Behav. Organ. 2012, 81, 1–8. [Google Scholar] [CrossRef]

	



So, R.H.; Lo, W.T.; Ho, A.T. Effects of navigation speed on motion sickness caused by an immersive virtual environment. Hum. Factors 2001, 43, 452–461. [Google Scholar] [CrossRef]

	



Schimpl, M.; Moore, C.; Lederer, C.; Neuhaus, A.; Sambrook, J.; Danesh, J.; Ouwehand, W.; Daumer, M. Association between walking speed and age in healthy, free-living individuals using mobile accelerometry—A cross-sectional study. PLoS ONE 2011, 6, e23299. [Google Scholar] [CrossRef] [PubMed]

	



Mackin, A.; Zhang, F.; Bull, D.R. A study of subjective video quality at various frame rates. In Proceedings of the 2015 IEEE International Conference on Image Processing (ICIP), Quebec City, QC, Canada, 27–30 September 2015; pp. 3407–3411. [Google Scholar] [CrossRef]

	



Vive Pro Eye Headset Specs. 2017. Available online: https://www.vive.com/us/product/vive-pro-eye/specs/ (accessed on 9 December 2022).

	



Schmidt, V.; König, S.U.; Dilawar, R.; Sanchez Pacheco, T.; König, P. Improved Spatial Knowledge Acquisition through Sensory Augmentation: Data, Scripts, Documentation, and Experiment Materials. 2023. Available online: https://osf.io/32sqe/ (accessed on 28 February 2022).








[image: Brainsci 13 00720 g001 550] 





Figure 1. Overview of the experimental procedure. The belt group wore the augmented sense of cardinal north for six weeks during their everyday life before the VR exploration phase started. All participants engaged in five thirty-minute exploration sessions and finally two test sessions in the urban VR environment ‘Westbrook’. 
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Figure 2. Boxplot of the reported use of egocentric/global orientation, survey, and cardinal spatial navigation strategies of belt participants before and after training as well as in the control group. The gray dots inside the boxplot represent the median pointing error of each participant in the respective group. The whiskers mark the upper and lower extremes, and the vertical lines outside the box mark the upper and lower quartile. While the reported use of spatial strategies is comparable between the control group and the belt group before they engaged in the training, the reported use of spatial strategies after training with the augmented sense for six weeks in real life increased across all three scales. 
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Figure 3. Boxplot of pointing error in the ‘pointing north’ task. The gray dots represent the pointing errors of individual trials. The dots above the upper bound of the boxplot for the belt group represent outliers. The vertical lines outside the box mark the upper and lower quartile, and the whiskers mark the upper and lower extremes. Overall, participants from the belt group had a lower median pointing error (32.37°) than participants from the control group (111.31°). 
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Figure 4. Boxplot of pointing error in the ‘pointing to building locations’ task. The gray dots represent the pointing errors of individual trials. The dots above the upper bound of the boxplot represent outliers. The vertical lines outside the box mark the upper and lower quartile, and the whiskers mark the upper and lower extremes. Although two participants in the belt group had the highest median pointing errors in the sample, participants from the belt group demonstrated a lower median pointing error (27.58°) than participants from the control group (37.41°). 
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Figure 5. Performance in the building placement task divided by group. The gray dots represent the pointing errors of individual trials. The vertical lines outside the box mark the upper and lower quartile, and the whiskers mark the upper and lower extremes. The dots above the upper whiskers represent outliers. (A) Illustrates that the belt group (Mdn = 36.60°) placed the buildings more accurately in the correct direction than the control group (Mdn = 44.69°). (B) Displays that participants from the belt group performed more accurately (Mdn = 18.35) in rotating the house to its correct facing direction than control participants (Mdn = 45.98°). (C) Shows that the belt participants (Mdn = 69.97 m) placed the houses closer to their original location than controls (Mdn = 91.67 m). 
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Figure 6. Performance in the wayfinding task separated by group. The gray dots represent the pointing errors of individual trials. The vertical lines outside the box mark the lower quartiles and the whiskers mark the lower extremes. As timed-out trials were assigned the duration of the longest route, there is a ceiling at 394 s. The belt group (Mdn = 119.50 s), overall, performed better and reached their target destination quicker than the control group (Mdn = 163.39 s). 
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Figure 7. Picture of the laboratory setup. Staged pictures (left to right) of a participant performing a VR exploration session and the pointing north task. The picture on the right shows the experimental setup from the side, including the swivel chair and cable management system. 
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Figure 8. Map of the VR environment “Westbrook” displaying the city’s layout with its 236 unique buildings enumerated. The direction of the virtual north is displayed as a vector in the top left corner. 
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Figure 9. Working mechanism of the feelSpace belt indicating cardinal north or virtual north. By default, the belt indicates cardinal north; the direction of the signal can be adjusted to represent the direction of the virtual north using the ‘belt control’ app. 
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