
Supplementary Figures and Tables 

Table S1. The architectures of models in References [14-16]. 

Reference [14] Reference [15] Reference [16] 

Conv1+Relu1 Conv2d, 3×3 C1(convolutional layer) 

Conv2+Relu2 Bneck, 3×3 S2(subsampling layer) 

Conv3+Relu3 Bneck, 3×3 C3(convolutional layer) 

Pooling Bneck, 3×3 S4(subsampling layer) 

Conv4+Relu4 Bneck, 5×5 C5(first fully connected 

layer) 

Conv5+Relu5 Bneck, 5×5 F6 (fully connected layer) 

Conv6+Relu6 Bneck, 5×5 Softmax 

Pooling Bneck, 5×5  

FC1 Bneck, 5×5  

FC2 Bneck, 5×5  

FC3 Bneck, 5×5  

Softmax Bneck, 5×5  

 Conv2d, 1×1  

 Pool, 16×16  

 Conv2d, 1×1, NBN  

Conv2d, 1×1, NBN 

 

  

(a) (b)  

Figure S1. The evaluation result of different learning rate settings: (a) accuracy curve; (b) loss curve.  

Note: When the learning rate was set to 0.1, it led to oscillations in the early stages, resulting in persistently 

high loss values. A relatively large initial learning rate (e.g., 0.01) also caused the model to fail to converge, 

indicating the need for further reduction in the learning rate. When the learning rate was too small (e.g., 

0.0001), it resulted in slow convergence speed and requires longer training time. Therefore, we chose the 

learning rate of 0.001 as the optimal value in this study. 
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Figure S2. The evaluation result of different optimizers: (a) accuracy curve; (b) loss curve.  

Note: Adam achieved a better performance. This is because Adam combined the momentum method to 

avoid oscillation and can quickly converge to the vicinity of local minima. 
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Figure S3. The evaluation result of four models: (a) the accuracy change curve of Iqbal et al. (2022), Zhu 

et al. (2021), Zhou et al. (2019), and DeformAtt-ViT; (b) the loss value change curve of Iqbal et al. (2022), 

Zhu et al. (2021), Zhou et al. (2019), and DeformAtt-ViT.  

 

Figure S4. Comparison of accuracy, recall, F1-score, and accuracy between Iqbal et al. (2022), Zhu et al. 

(2021), Zhou et al. (2019) and DeformAtt-ViT.  
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Figure S5. Trajectories in different states: (a) hungry state; (b) swimming state 
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