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Abstract: A good mesh is a prerequisite for achieving reliable results from Computational Fluid
Dynamics (CFD) calculations. Mesh properties include mesh types, computational domain sizes, and
node distributions. However, in literature, we found no clear consensus about what these properties
should be. In this article, we performed a case study on ship rudders to determine what the suitable
mesh properties are for airfoil-shaped profiles. A classic NACA 0012 profile is chosen as an example,
and commercial packages ANSYS ICEM are applied for meshing with an ANSYS Fluent solver.
With a strategy in consideration of relationships among different mesh properties, a comprehensive
parametric investigation is conducted to study the impacts of these properties on the accuracy
of rudder hydrodynamic coefficients obtained by CFD methods. The step-by-step study outputs
recommended Reynolds numbers, domain sizes, and near- and far-field node distributions for mesh
types with distinct topology structures, i.e., C-mesh, O-mesh, H-mesh, and Hybrid-mesh. Specifically,
the study shows that a critical Reynolds number is needed for the perspective of efficiency, while
a domain extending 60 times of the chord length enables the boundary effects to be negligible. As
for node distributions, the near-field nodes should be treated carefully, compared with those in the
far-field. After that, corresponding mesh properties for different calculation objectives are illustrated
in detail based on the characteristics of mesh types mentioned above. With the proposed strategy
for mesh refinements, impacts of different mesh properties on rudder hydrodynamics are clarified
and recommended settings are applicable for other airfoil-shaped profiles such as wind turbines and
marine propellers.

Keywords: rudder hydrodynamics; mesh properties; mesh independence; computational fluid
dynamics

1. Introduction

Stimulated by developments in computer power and mechanics theories, Computa-
tional Fluid Dynamic (CFD) methods were widely applied in ocean engineering to study
the hydrodynamic performance of marine structures. Generally, computation domains
containing target structures need to be discretized into multiple mesh elements to solve
differential equations numerically. In ship maneuvering simulations, the presence of CFD-
based tools enables researchers to obtain more precise hydrodynamic coefficients compared
with that of traditional empirical methods, which is beneficial to establish individualized
and accurate mathematical maneuverability models for different objectives. As the most
widely used steering devices for ships, rudders play an important role in the maneuvering
of ships [1], and the accuracy of lift coefficients has a great impact on motion predictions.
Many CFD simulations were conducted to study rudder hydrodynamics (Liu et al. [2],
Badoe et al. [3], Van Nguyen and Ikeda [4]), but few concentrate on mesh generations
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for rudders. In this paper, the study on mesh properties for RANS simulations of rudder
hydrodynamics is performed to present detailed insight into meshes around rudders.

A good mesh is fundamental to the convergence and the accuracy of solutions, while
a poor one leads to nonconverging results, inaccurate solutions, and an increase in compu-
tation time. Due to the complexities of geometries in structural surfaces and the lack of
automatic generation methods, it costs plenty of time to generate meshes in calculation
processes. On the one hand, mesh quality is influenced by various factors, but on the other
hand, it is unrealistic to adjust all of them to the best states in practice, which requires more
computation power and computation time.

A good quality mesh should have a sufficiently large number of cells, implying
that a further increase in the number of cells will not lead to significant changes in the
solutions. The mesh needs to be fine enough in the regions where fluid characteristics
change rapidly. Therefore, mesh properties need to be coordinated to make a trade-off
between the accuracy and the time scale. In literature, different mesh properties, i.e.,
mesh types, domain sizes, and node distributions, are applied in RANS simulations of
airfoil-shaped profiles. Lutton [5] indicated that the O-mesh is superior to the C-mesh in
determining the pressure coefficients in the vicinity of leading and trailing edges, while
the C-mesh shows a better resolution in the wake. Basha [6] constructed a structured
O-mesh, a structured C- mesh, and a hybrid mesh on a NACA 0012 airfoil, while the hybrid
mesh shows better results in drag coefficient predictions due to finer mesh resolutions
in the boundary layer domain. Stuck et al. [7] selected a hybrid mesh with quadrilateral
unstructured cells rather than triangular ones to achieve smoother transitions from the
boundary mesh to the unstructured outer mesh for RANS simulations on a rudder profile.
Parametric grid independence studies are conducted by varying chord-wise and layer-wise
grids, respectively, and optimum values are chosen based on variations of integral force
coefficients. Turnock et al. [8] carried out decoupled studies on the boundary location and
mesh node distributions in different directions for a NACA 0012 section, while related
parameters are determined by convergence study.

As no clear consensus about mesh properties was found in current studies, systematic
parametric investigations on mesh properties are performed in this paper. As naval
architects, our primary interest in CFD lies in applications related to the flow around ships
and resultant hydrodynamic forces. In this particular case, we focus on the flow around
the rudder and the resulting rudder performance. Kim et al. [9] stated that the NACA
series are the most widely used economic rudder profiles. Thus, a classic NACA 0012
airfoil-shape rudder profile is utilized to study mesh properties for its simplicity in the
shape, which makes mesh properties easier to change and enhances the applicability of
obtained results for other complicated structures.

This paper analyzes the impacts of mesh properties on RANS simulations and pro-
poses suitable meshing strategies for rudder hydrodynamics. Following this introduction,
Section 2 further discusses the reason why a 2D rudder profile is selected as the research
object in this paper. Section 3 explains definitions of mesh properties in this study. Section 4
illustrates applied research methods in detail, and Section 5 discusses the impacts of differ-
ent mesh properties based on simulated cases. Finally, a recommended meshing strategy is
presented to provide guidance for hydrodynamic analysis in Section 7.

2. The Selection of the Research Object

Bare hulls, propellers, rudders, or full-appendages ships were all studied in CFD
methods in literature, though not all of them are suitable for mesh properties studies.
There are great curvature changes on the surface of hulls and propellers, and that is why
mixture mesh topologies and millions of cells are desired to capture their flow features.
The complex nature makes it difficult to perform parametric investigations on a single
mesh property economically. What’s more, the geometries of hulls or propellers in the
marine industry vary from each other significantly, and rules derived from limited cases
may not be applicable for those with different configurations.
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Although special rudders drew a growing interest, conventional spade rudders, or
those modified but still geometrically similar versions like flap rudders, are still mainstream
maneuvering devices, however. Besides, the meshing strategy aiming at a NACA profile
can be easily applied to its geometrically similar counterparts. Force coefficients of rudders
during ship maneuverings can be obtained based on 2D profiles in open water conditions,
which also makes the investigation of 2D profiles beneficial to maneuverability studies. For
all these reasons, in this paper, a 2D profile, in other words, a rudder with an infinite aspect
ratio, is determined as the research object. According to Fujii [10], Fujii and Tsuda [11,12], the
normal force coefficient of actual rudders whose aspect ratios are limited can be expressed as:

CN = 6.13 sin αR
ΛG

ΛG + 2.25
(1)

where CN is the rudder normal force coefficient, and 6.13 is an approximate constant to

estimate the partial derivative of CN to sin αR of 2D sections. Liu et al. [2] calculated
∂CN

∂ sin αR
for different rudder profiles by performing 2D CFD simulations, which can modify the
original transformation relation in Equation (1) and obtain force coefficients for 3D rudders
in open water conditions. Since rudders generally operate in the propeller slipstream,
rudder hydrodynamics affected by the propeller can be estimated based on series model
tests by Nienhuis [13], and the experimental data are shown in Figure 1. Compared with
that of open water conditions, the stall angle for the rudder increased to about 35◦ with

propeller impacts, while
∂CN

∂ sin αR
was not significantly changed. Hence, based on 2D

simulation results, corrected formulations for a rudder with an aspect ratio ΛG considering
propeller impacts can be expressed as:

CΛG
L = kp

(
∂C2D

L
∂ sin αR

sin αR + C2D
L0

)
ΛG

ΛG + 2.25

CΛG
D = kp

(
∂C2D

D
∂ sin αR

sin αR + C2D
D0

)
ΛG

ΛG + 2.25





, (αR 6 35◦) (2)

where
∂C2D

L
∂ sin αR

, C2D
L0

,
∂C2D

D
∂ sin αR

, C2D
D0

can be obtained from 2D CFD simulations, and kp can

be estimated experimentally. The availability of Equation (2) in ship maneuvering studies
was validated by Liu et al. [2,14] against two typical inland vessels. Apart from the
transformation relation, another factor that makes the 2D study effective is that span-
wise mesh generations can be omitted and cells in the profile section can be focused on.
Therefore, 2D rudder profiles are set as the research object in following studies.
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Figure 1. Comparison of the hydrodynamic coefficients of a rudder in open water conditions to those of the rudder in
propeller slipstream. Data are adopted from Nienhuis [13].

3. Mesh Properties

In literature, mesh types and computation domain sizes are generally determined
before studying grid independence on certain mesh parameters, and some settings are
shown in Tables 1 and 2. Mesh properties in grid independence study are denoted as
near-field and far-field parameters according to locations of distributions. All of these mesh
properties are studied in this paper. The detailed descriptions of mesh properties above are
in Sections 3.1–3.3.
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Table 1. Mesh properties studies in literature: objects, Reynolds numbers, mesh types, and domain sizes.

No. Literature
Settings

Object Re
Mesh Type

Domain SizeTested Selected
1 Lutton [5] NACA 0012 2.00× 106 C, O \ \
2 Turnock et al. [8] NACA 0012 6.00× 106 \ \ Outlet 15 c

3 Stuck et al. [7] NACA 0012 6.00× 106
Hybrid C,
Hybrid triangle
and quadrilateral

Hybrid quad
Inlet 15 c
Outlet 15 c

4 Basha [6] NACA 0012 2.00× 106 O, C, Hybrid Hybrid \

5 Wasberg and Reif [15]
NACA 0009,
NACA 65209

7.04× 106 H H
Inlet 29 c
Outlet 30 c

6 Tveiterås [16] NACA 0012
2.00× 106,
3.00× 106 Hybrid, C Hybrid Outlet 19 c

7 Narsipur et al. [17]
Multi-element
airfoils

2.51× 106 Hybrid Hybrid \

8 Eleni et al. [18] NACA 0012 3.00× 106 C C
Side 20 c
Outlet 30 c

9 Van Nguyen and Ikeda [4] NACA 0024 6.00× 106 Hybrid Hybrid
10 Langley Research Center [19] NACA 0012 6.00× 106 C C Outlet 500 c

11 Nordanger et al. [20] NACA 0012 3.00× 106 Multiple patch Multiple patch
Inlet 15 c
Outlet 20 c

12 Siddiqui et al. [21] NACA 0015 1.96× 106 C C
Inlet 8 c
Outlet 20 c

Table 2. Mesh properties studies in literature: node distributions and turbulence models.

No. Literature
Settings Nodes Distribution

Turbulence ModelChord Boundary Layer Far Field
1 Lutton [5] \ \ \ \

2 Turnock et al. [8] 244 nodes y+ = 30
49 radial cells
99 wake cells

k-ε standard and RNG

3 Stuck et al. [7] 200 nodes t ≥ 3δ \ k-ε RNG
4 Basha [6] 60 nodes y+ < 5 \ SA

5 Wasberg and Reif [15] \ y+ ≈ 1
∆s = 1.50∼2.00× 10−5 \ SA

6 Tveiterås [16] 340 nodes
y+ = 1.7∼3
∆s = 3.00× 10−5, r = 1.14

\ Transition SST

7 Narsipur et al. [17] \ y+ ≈ 1 \ k-ω SST

8 Eleni et al. [18] \ y+ ≈ 0.2
∆s = 1.00× 10−5 \ k-ω SST

9 Van Nguyen and Ikeda [4] \ y+ ≈ 1 \ k-ω SST
10 Langley Research Center [19] \ \ \ \
11 Nordanger et al. [20] 127 nodes y+ = 30 \ SA
12 Siddiqui et al. [21] \ \ \ k-ω SST

3.1. Mesh Types

Based on the connectivity of elements, meshes are identified as structured, unstruc-
tured, and hybrid. As regular connectivity can be expressed as a two/three-dimensional
array, the structured model is highly efficient in the usage of computational resources.
However, regular connectivity restricts the element type to quadrilateral in 2D and hex-
ahedral in 3D, which inherently limits applications of the structured mesh for complex
geometries. For simple geometries, a structured mesh may have better convergence and
higher resolution than an unstructured mesh.

Instead of a single-block structured mesh, a block-structured or multiple-structured
mesh is more widely applied. Three commonly used topologies, C-mesh, H-mesh, and O-
mesh, are shown in Figure 2. It is superior in computational efficiency to the unstructured
mesh and more flexible in handling the complex geometries than the single-block structured
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mesh. The choice of the mesh topology has a considerable influence on mesh quality [22],
which depends on the domain geometry, the structure of the solution, and the topology in
the adjacent block. According to Liseikin [22], in H-mesh, the computational domain is
square and two singularities exist in the interior boundary. O-mesh and C-mesh are both
in solid squares, while the interior boundary for the former one is smooth and the latter
has a singularity the same type as the H-mesh. In this particular case, some modifications
are made based on basic topologies above to accurately capture the characteristics of the
flow near the rudder, as shown in Figure 2. For brevity, modified types are still marked as
C-mesh, H-mesh, and O-mesh, respectively.

C-Modified H-Modified O-Modified

C-Liseikin H-Liseikin O-Liseikin

Figure 2. Original and modified mesh types for the block-structured mesh.

The irregular connection of unstructured meshes allows for more freedom in element
choices, typically triangular in 2D and tetrahedral in 3D. Compared to that of the structured
mesh, the unstructured mesh is more suitable for complex configurations, but it can be
highly inefficient. Aftosmis et al. [23] reported that unstructured triangular meshes are
50 times more expensive in both memory and time than that of structured quadrilateral
meshes with nearly the same accuracy. Unstructured meshes, however, have advantages
over structured meshes in mesh refinement and generation time. In practice, hybrid meshes
are applied instead of pure unstructured meshes. Hybrid meshes commonly consist of a
structured portion near wall surfaces to capture the boundary layer and an unstructured
portion that fills the domain. Thus, hybrid meshes inherit the advantages of both structured
and unstructured meshes, such as good orthogonality to wall surfaces, suitability for mesh
refinement, flexibility for complex geometries, and fast generation. Figure 3 demonstrates
a hybrid triangle mesh, which has quadrilateral elements for the boundary layer and
triangular elements for the remainder of the domain.
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Figure 3. The mesh type of Hybrid-mesh.

3.2. Domain Sizes

The computational domain is the geometrical region that bounds the numerical sim-
ulation [17]. To obtain highly accurate solutions, the position of boundaries has to be
discussed to demonstrate that the interior flow field is not disturbed. Thus, there is the
need to study the domain size, which not only minimizes the influences of the boundaries,
but also prevents an excessively large domain. Typical mesh types correspond to related
topology structures, which lead to different shapes of calculation domains. The geometric
parameters for different mesh types are shown in Figure 4, while subscripts, i.e., in, out,
and side, stand for distances from the rudder to the inlet, outlet, and side boundary of
corresponding mesh types, and Or is the radius of the domain of O-mesh.

3.3. Node Distributions

For structured meshes, since cell distributions vary with node distributions in different
directions of the computation domain, convergence studies need to be done by varying
related mesh parameters. In this study, node distributions are divided into two categories,
including near- and far-field distributions.

Near-field distributions are located in the boundary layer regions near the wall, which
are generally refined to capture the flow around the structure. The chord-wise spacing
is the distance between two nodes along with the profile, and the layer-wise growth rate
is the distances between adjacent mesh points along a mesh line, which determine the
boundary layer mesh along with the first mesh height.

Different mesh types share similar near-wall distributions, while it is difficult to define
far-field distributions owing to differences in mesh topologies. In this paper, far-field
distributions are defined as node distributions that do not contain near-field distributions.
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𝐶𝑖𝑛 𝐶𝑜𝑢𝑡

𝐶
𝑠𝑖𝑑𝑒

𝐻𝑖𝑛, 𝐻𝑦𝑖𝑛 𝐻𝑜𝑢𝑡, 𝐻𝑦𝑜𝑢𝑡

𝐻
𝑠𝑖𝑑𝑒 ,𝐻

𝑦𝑠𝑖𝑑𝑒

𝑂 𝑟

Figure 4. The geometric parameters for different mesh types.

4. Research Approach

A series of parametric studies are conducted to observe the impacts of mesh properties
on the prediction of the accuracy of solutions. The classic validation profile NACA 0012
is tested through commercial CFD code ANSYS Fluent. Strategies for investigating mesh
properties mentioned in Section 4.1. Numerical methods utilized to study the hydro-
dynamic performance of the rudder profile are described in Section 4.2, and the error
calculation method is mentioned in Section 4.3.

4.1. Strategies

Different mesh properties contribute to mesh quality in varying degrees, and it is the
combination of these properties that determines the accuracy of calculation results. Instead
of rough global refinement of cells [24], several main impact factors on mesh fineness
and the required number of cells are illustrated with simulations. This parametric mesh
independence study is chosen because optimization on individual parameters specifically
addresses the crucial impact factor of mesh quality, avoiding the waste of cells [7]. The
global refinement is more frequently applied for unstructured meshes than structured
meshes. However, due to the lack of specific classification on mesh properties, mesh
properties above are not independent of each other strictly. Cases with different mesh
types also differ from each other in domain sizes, node distributions, and numbers of mesh
elements, etc.

As shown in Figure 5, the typical mesh type corresponds to a related topology struc-
ture, which leads to different shapes of calculation domains and connection patterns
between the profile and domain boundaries. With domain size varying, node distribution
in different directions changes. Further, the number of mesh elements is concerned with all
mesh properties above.
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Mesh type

Nodes distribution

Domain size

Number of mesh element
TopologyScale

change

Figure 5. Relationship between different mesh properties.

The strategy in Figure 6 is applied to investigate how different mesh properties
affect the calculation results of rudder hydrodynamics. Firstly, cases of C-mesh type with
Reynolds numbers in a wide range are tested to obtain the critical Reynolds number
(Recritical), above which hydrodynamic coefficients tend to be stable. Secondly, the domain
sizes of the C-mesh are varied to obtain the proper boundary sizes that are large enough to
eliminate boundary effects for the following simulations. Thirdly, cases are divided into
4 groups classified by 4 different mesh types. Since it is inappropriate to compare mesh
qualities of different mesh types when other mesh properties are not determined yet, the
impacts of node distribution on each mesh type should be studied independently. In this
part, the node distribution is the only factor that affects mesh quality for the typical mesh
type, and the effects of node distributions are studied based on Recritical and the domain
size obtained in the previous stage. Therefore, grid independence studies are conducted on
parameters in the near-field, i.e., chord-wise spacings and layer-wise growth rates, and the
far-field, i.e., radial nodes, wake nodes, and element sizes. Finally, four mesh types with
optimal mesh properties are compared to give recommended mesh settings for rudder
hydrodynamics.

4.2. Numerical Methods

The RANS methods presented in this paper use a time-average Reynolds decomposi-
tion, which assumes that all the components of the flow velocity and pressure consist of a
mean value and a bounded fluctuation to represent turbulence. The governing equations
for incompressible viscous flow are as follows:

∂ūi
∂xi

= 0 (3)

ρ
∂ūi
∂t

+ ρūj
∂ūi
∂xj

= fi −
∂ p̄
∂xi

+
∂

∂xj

(
µ

∂ūi
∂xj
− ρu′iu

′
j

)
, (i = 1, 2, 3) (4)

where ūi is the mean velocity component in the x direction, ρ and µ are the density and
viscosity coefficient of the fluid, P̄ is the mean pressure, fi is the body force, while ρu′iu

′
j

is the Reynolds stress. In RANS simulations, turbulence models are introduced to close
equations above. The k-ω SST model was designed to give highly accurate predictions
of the onset and the amount of flow separation, which provides a better description of
flow around the rudder. Therefore, the k-ω SST model is applied for simulations in the
following parts. Numerical settings for ANSYS Fluent is shown in Table 3.
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Refine in
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wake directions

Refine in
unstructured regions

Impacts of Reynolds numbers Impacts of domain sizes

Impacts of chord-wise
spacings

Impacts of growth rates

Impacts of radial nodes Impacts of wake nodes

Impacts of element sizes

Recommended mesh properties for rudder hydrodynamics

Figure 6. Strategy applied to study different mesh properties.

Table 3. Numerical settings for RANS simulations with ANSYS.

Property Setting

Turbulence model k-ω SST
Pressure-velocity coupling Coupled
Gradient Least squares cell based
Pressure Second order
Momentum Second order upwind
Turbulent kinetic energy Second order upwind
Specific dissipation rate Second order upwind

4.3. Error Calculation

Routinely, nondimensional coefficients are used to compare the rudder hydrodynamic
performance with that of various design choices, while main hydrodynamic characteristics
are the lift coefficient CL, the drag coefficient CD, and the moment coefficient CM ([1]),
which are expressed as:

CL = LR/
(

0.5ρV2
R AR

)
(5)

CD = DR/
(

0.5ρV2
R AR

)
(6)

CM = MR/
(

0.5ρV2
R ARc

)
(7)

where LR, DR and MR are the lift force, drag force, and moment, respectively, ρ is water
density, α is the angle of attack, VR is the rudder inflow speed, AR is the rudder area, and
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c is the chord length of the rudder profile. The center of pressure is set as 0.25 c from the
rudder’s leading edge, based on engineering practice and experimental data [25].

To evaluate the mesh quality, wind tunnel results of the NACA 0012 profile, which
are tested by Ladson [25], are taken as the benchmark case. Moreover, three independent
compressible CFD codes [19], i.e., CFL3D (NASA LaRC, USA), FUN3D (NASA LaRC, USA),
and NTS (NTS, Russia), are cited to make a crosswise comparison with the Fluent solutions.
Results of the benchmark and the CFD codes are achieved in essentially incompressible
air with a Mach number of 0.15. Thus, they are comparable with the results obtained in
incompressible water in this paper. Presented results are compared to that of the benchmark
cases in relative differences under various angles of attack at a critical Reynolds number
as follows:

∆Cα =
CαFluent

CαBenchmark
− 1 (8)

∆C(AVE) =

n

∑
i=1
|∆Cαi |

n
, i = 1, 2, . . . , n (9)

where ∆Cα is the relative differences of the calculated lift, drag, or moment coefficients
achieved by Fluent and provided by the benchmark data, respectively, and ∆C(AVE) is the
average relative differences for a series of α.

4.4. Uncertainty Estimation

The uncertainty estimation is important to evaluate the reliability of data in CFD
calculations. According to International Towing Tank Conference [26], simulation nu-
merical uncertainty USN and simulation modeling uncertainty USM need to be assessed
respectively. In this paper, only the numerical errors are considered since modeling errors
are difficult to quantify in practical applications [27]. Generally, numerical errors relate
to grid size, time step, and other parameters. This paper performs steady simulations
and focuses on mesh properties. Accordingly, only the grid uncertainty UG is calculated
for uncertainty estimations. With validation uncertainty UV , which is simplified as UG in
this study, obtained, UV and the comparison error |E| can be compared. If |E| < UV , the
validation is achieved at UV level.

The Grid Convergence Index (GCI) method [28,29] and the correction factor (CF)
based method [30] remain popular in uncertainty estimations, however, it is deficient that
both methods fail to give reliable estimations when the order of grid convergence p is too
high (i.e., p > 2) or too small (i.e., p < 0.5). In other words, GCI and CF methods require
data in the so-called asymptotic range, which means that data on grids are fine enough
to give a single dominant term in a power series expansion of the error [31]. Considering
that practical flow phenomenons are generally complex, and it is inevitable that p may
be not in the range of [0.5, 2], Eça and Hoekstra [31] proposed another GCI method based
on least-square roots (LSR-GCI). Such a method allows for error estimations even if the
monotonic convergence is not achieved, and it is proven to be more reliable compared with
GCI and CF based methods by De Luca et al. [32]. Therefore, the LSR-GCI method [31] is
applied for uncertainty estimations in this paper.

For four solutions φi, (i = 1, 2, 3, 4) obtained from systematically refined cases and
characterized by typical cell sizes hi, (i = 1, 2, 3, 4), the discretization error can be estimated
with one of the four following equations:

εφ ' φi − φ0 = αhp
i (10)

εφ ' φi − φ0 = αhi (11)

εφ ' φi − φ0 = αh2
i (12)

εφ ' φi − φ0 = α1hi + α2h2
i (13)
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where φ0 is the estimate of the exact solution, α is an undetermined constant, and p is the
observed order of grid convergence. Besides, the following functions are proposed to select
the error estimator:

SRE(φ0, α, p) =

√√√√
ng

∑
i=1

(
φi −

(
φ0 + αhp

i

))2
(14)

Sw
RE(φ0, α, p) =

√√√√
ng

∑
i=1

wi

(
φi −

(
φ0 + αhp

i

))2
, (wi =

1
hi

∑
ng
i=1

1
hi

) (15)

S1(φ0, α) =

√√√√
ng

∑
i=1

(φi − (φ0 + αhi))
2 (16)

Sw
1 (φ0, α) =

√√√√
ng

∑
i=1

wi(φi − (φ0 + αhi))
2, (wi =

1
hi

∑
ng
i=1

1
hi

) (17)

S2(φ0, α) =

√√√√
ng

∑
i=1

(
φi −

(
φ0 + αh2

i
))2 (18)

Sw
2 (φ0, α) =

√√√√
ng

∑
i=1

wi
(
φi −

(
φ0 + αh2

i
))2, (wi =

1
hi

∑
ng
i=1

1
hi

) (19)

S12(φ0, α1, α2) =

√√√√
ng

∑
i=1

(
φi −

(
φ0 + α1hi + α2h2

i
))2 (20)

Sw
12(φ0, α1, α2) =

√√√√
ng

∑
i=1

wi
(
φi −

(
φ0 + α1hi + α2h2

i
))2, (wi =

1
hi

∑
ng
i=1

1
hi

) (21)

Details in selecting the error estimator are shown in Figure 7 according to Eça and
Hoekstra [31]. φ∗0,RE, α∗RE, p∗RE are variables that make SRE(φ0, α, p) minimum, which can be

denoted as
(

φ∗0,RE, α∗RE, p∗RE

)
= S−1

RE min{SRE(φ0, α, p)} with the inverse function symbol

S−1
RE. Similarly, we have φw∗

0,RE, αw∗
RE, pw∗

RE, φ∗0,1, α∗1 , p∗1 , φw∗
0,1, αw∗

1 , pw∗
1 , φ∗0,2, α∗2 , p∗2 , φw∗

0,2, αw∗
2 , pw∗

2 ,
φ∗0,12, α∗12, p∗12, φw∗

0,12, αw∗
12 , pw∗

12 . Corresponding standard deviations can be expressed as:

σRE =

√√√√√∑
ng
i=1 nwi

(
φi −

(
φ0 + αhp

i

))2

(
ng − 3

) (22)

σ1 =

√√√√∑
ng
i=1 nwi(φi − (φ0 + αhi))

2
(
ng − 2

) (23)

σ2 =

√√√√∑
ng
i=1 nwi

(
φi −

(
φ0 + αh2

i
))2

(
ng − 2

) (24)

σ12 =

√√√√∑
ng
i=1 nwi

(
φi −

(
φ0 + α1hi + α2h2

i
))2

(
ng − 3

) (25)

For no-weighted cases, nwi = 1. Following criteria are applied in selecting the
error estimators:
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• Criterion 1 (SRE, S∗RE in Figure 7)
Select p∗ corresponding to min σ∗RE, σw∗

RE
• Criterion 2 (S2, Sw

2 in Figure 7)
When p∗ > 2, small uncertainty quantities can be obtained due to overestimates of
the order of accuracy. As recommended by Eça and Hoekstra [31], when p∗ > 2,
the error estimator is chosen by comparing the standard deviations resulting from
Equations (16)–(19). Then, εφ is calculated with the selected estimator. This procedure
substitutes the estimated order of accuracy with 1 or 2 because the exponential power
of error estimators to be selected (Equations (11) and (12)) is either 1 or 2. Slightly
different from Eça and Hoekstra [31], De Luca et al. [32] substitute p as the theoretical
order of accuracy pth, i.e., p = pth = 2, when p∗ > 2. In fact, the method by
De Luca et al. [32] is more conservative, and it is applied in following calculations.
After that, the error estimator can be selected according to min σ∗2 , σw∗

2
• Criterion 3 (S1, Sw

1 , S2, Sw
2 , S∗12, Sw∗

12 in Figure 7)
Select the error estimator according to min σ∗1 , σw∗

1 , σ∗2 , σw∗
2 , σ∗12, σw∗

12

(𝜙∗
0,𝑅𝐸 , 𝛼∗

𝑅𝐸 , 𝑝∗
𝑅𝐸) = 𝑆−1

𝑅𝐸 min{𝑆𝑅𝐸(𝜙0, 𝛼, 𝑝)}
(𝜙𝑤∗

0,𝑅𝐸 , 𝛼𝑤∗
𝑅𝐸 , 𝑝𝑤∗

𝑅𝐸) = 𝑆𝑤−1
𝑅𝐸 min{𝑆𝑤

𝑅𝐸(𝜙0, 𝛼, 𝑝)}

∃𝑝 ∈ {𝑝∗
𝑅𝐸 , 𝑝𝑤∗

𝑅𝐸}, 𝑝 ∈ [0.5, 2]

𝑝∗
𝑅𝐸 ∈ [0.5, 2], 𝑝𝑤∗

𝑅𝐸 ∉ [0.5, 2] 𝑝∗ = 𝑝∗
𝑅𝐸

𝑝∗
𝑅𝐸 ∉ [0.5, 2], 𝑝𝑤∗

𝑅𝐸 ∈ [0.5, 2] 𝑝∗ = 𝑝𝑤∗
𝑅𝐸 𝜀𝜙 ≃ 𝛿𝑅𝐸 = 𝛼ℎ𝑝

𝑖

𝑝∗
𝑅𝐸 ∈ [0.5, 2], 𝑝𝑤∗

𝑅𝐸 ∈ [0.5, 2] 𝑆𝑅𝐸 , 𝑆∗
𝑅𝐸

Criterion 1𝜎∗
𝑅𝐸

𝜎𝑤∗
𝑅𝐸

𝑝∗
𝑅𝐸 > 0, 𝑝𝑤∗

𝑅𝐸 > 0 𝑆𝑅𝐸 , 𝑆∗
𝑅𝐸

Criterion 1𝜎∗
𝑅𝐸

𝜎𝑤∗
𝑅𝐸

𝑝∗
𝑅𝐸 < 0, 𝑝𝑤∗

𝑅𝐸 > 0 𝑝∗ = 𝑝𝑤∗
𝑅𝐸

𝑝∗
𝑅𝐸 > 0, 𝑝𝑤∗

𝑅𝐸 < 0 𝑝∗ = 𝑝∗
𝑅𝐸

𝑝∗
𝑅𝐸 < 0, 𝑝𝑤∗

𝑅𝐸 < 0

Yes

No

𝑝∗ > 2 𝑝∗ = 𝑝𝑡ℎ = 2 𝑆2, 𝑆𝑤
2

Criterion 2
Yes

No

𝑆1, 𝑆𝑤
1 , 𝑆2, 𝑆𝑤

2 , 𝑆12, 𝑆𝑤
12

Criterion 3𝜎1, 𝜎𝑤
1 , 𝜎2, 𝜎𝑤

2 , 𝜎12, 𝜎𝑤
12

𝑝∗

Δ𝜙 = (𝜙𝑖)𝑚𝑎𝑥 − (𝜙𝑖)𝑚𝑖𝑛
𝑛𝑔 − 1

𝜀𝜙

0.5 ⩽ 𝑝∗ < 2.1
𝜎 < Δ𝜙

𝐹 𝑠 = 1.25

𝐹 𝑠 = 3

Yes

No

𝜎 < Δ𝜙

𝑈𝜙 (𝜙𝑖) = 𝐹𝑠𝜀𝜙 (𝜙𝑖) + 𝜎 + |𝜙𝑖 − 𝜙fit |

𝑈𝜙 (𝜙𝑖) = 3 𝜎
Δ𝜙

(𝜀𝜙 (𝜙𝑖) + 𝜎 + |𝜙𝑖 − 𝜙fit |)

Yes

No

Error estimation

Uncertainty estimation

Figure 7. Procedure for error and uncertainty estimations by GCI-LSR method recommended by Eça and Hoekstra [31], De Luca
et al. [32].

5. Results and Discussions

With the strategies and numerical methods illustrated in Section 4, systematic simula-
tions are conducted to study the impacts of mesh properties on hydrodynamic performance
of the NACA 0012 rudder profile in this section. For each case with different mesh settings,
errors with respect to benchmark data [19,25] are displayed in tabular form. Besides, uncer-
tainty estimations are conducted for cases with varying cell sizes. For colored error tables
in this section, the color legends are marked based on the values of relative differences. The
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smallest difference is the darkest green and the largest one is the darkest red for each mesh
group, while other colors between the darkest green to red show the transition. The impacts
of Reynolds numbers are presented in Section 5.1, and Section 5.2 discusses the selection
of domain sizes taking the C-mesh as an example, and impacts of node distributions and
mesh types are discussed in Sections 5.3 and 5.4.

5.1. Impacts of Reynolds Numbers

Before conducting parametric investigations, the Reynolds number should be checked
first. The Reynolds number (Re) is defined as the ratio of inertial forces to viscous forces,
which represents the viscous similarity among flow patterns and can be expressed as:

Re =
ρU∞L

µ
(26)

where U∞ is the inflow velocity, L is the characteristic length, and µ is the viscosity co-
efficient. For rudder hydrodynamics investigations, due to the limited model size and
capacity of the test facility, Re of tests in wind tunnels and towing tanks has to be scaled.
Analogously, model-scale rudders are preferred by CFD methods since a fine mesh and
a large domain are needed for full-scale simulations. In most cases, the similarity law
of viscosity and gravity can not be satisfied simultaneously. Generally, experiments or
numerical simulations are conducted under a Re which is large enough to guarantee that
the turbulence develops sufficiently. A high Re ensures a fully turbulent flow and reduces
the effect of the laminar-turbulent transition, achieving an increase of prediction accuracy
compared to that of an analysis at low Re with the same mesh.

Cases with larger Re show less calculation efficiency seeing that more cells around
boundaries are required. The height of the first row of cells ∆s varies with Re, as shown in
Figure 8, while increasing Re leads to decreasing heights. When discretizing domains into
multiples mesh elements, the aspect ratio for a single element should be around 1 to ensure
mesh quality. When it comes to cells near walls, aspect ratios are connected with ∆s and
chord-wise spacings ∆c. As shown in Figure 9, more nodes along the wall are distributed
with smaller ∆s to keep aspect ratios compliant with the requirement of solvers. Thus, a
decrease in Re leads to a decrease in the number of cells. To sum up, we suggest that using
a minimum Re which is achievable in experiments, ensures full-turbulent conditions, and
can be solved with fewer mesh elements.

5.8 6 6.2 6.4 6.6 6.8 7 7.2 7.4
lgRe (-)

0

0.5

1

1.5

2

2.5

3

Δ
s
(m

)

×10-5

Cf = 0.026

Re
1
7

τw =
CfρU

2
∞

2

u+ =
√

τw
ρ

⎫⎪⎪⎬
⎪⎪⎭

→ Δs = y+μ
u+ρ

Figure 8. Different meshes’ height of first layer with varying Re and y+ = 1.
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2
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c
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a b

∫ b

a
f (x)dx = F(b)−F(a)

A

B

Wall

∆c

∆s

Chang ∆s without changing ∆c

Chang ∆c and ∆s simultaneously

Figure 9. Impacts of height of first mesh ∆s on aspects ratios.

To determine the threshold of the Reynolds number, above which the turbulence
develops completely and force coefficients do not change significantly, cases with varying
Re are simulated in this section. Based on the flat-plate boundary layer theory and the
calculation method in [33], the height of meshes’ first layer ∆s above the rudder surface
depends on y+ and Re. According to the application scope of the k-ω SST model, y+ is set
as 1 for all cases, and corresponding heights are shown in Figure 8.

Common benchmark wind tunnel tests are carried out at Re in the range of
1.00 × 105 [34] to 1.00× 107 [25]. As low-Reynolds-number RANS analysis is still chal-
lenging [35,36] and high-Reynolds-number simulations may be expensive in computation
time, the present work tests the NACA 0012 profile at Re in a range of 2.00× 105∼1.89× 107.
Among these aerodynamic experimental results, limited cases with Re = 3.94× 106∼1.89×
107 and a small Mach number can be taken as validation results of incompressible water
simulations, as the compressibility effects of a fluid with a Mach number smaller than 0.20
is small. Table 4 presents the case settings and results of various Re under distinct α series,
as specific values of α are listed in [25].

Figure 10 presents calculation results of hydrodynamic coefficients versus the same
rudder angles for different Re, which indicates that the lift curve rises with an increase
of the Re while the drag curve decreases. Compared to that of the lift coefficients, the
drag coefficients are more sensitive to changes in Re. The drag coefficient under 15◦ at
Re = 1.89× 107 is about half of the value at Re = 4.00× 105, whereas the lift coefficient is
1.20 times larger. The differences in lift and drag forces between low and high Re increase
with an increasing angle of attack. Consistent with findings by Ladson [25] and Molland
and Turnock [37], Re = 6.00× 106 can be considered as a threshold value for the mesh
generation, above which little variation may be found. Moreover, the y+ along the chord
for four cases under small and large rudder angles with varying Re are shown in Figure 11.
y+ values for the case with Re > 5.97× 106 are roughly between 0 and 1, indicating that
the k-ω SST turbulence model is applicable for the case. Since ship rudders in propeller
slipstream usually experience full turbulence with large Re, low Re conditions are not
of interest in current studies. In this paper, we set Re of the following simulations as
6.00× 106.
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Table 4. Comparison of results of hydrodynamic coefficients under different Re with that of experimental benchmark data adopted from [25] in relative differences.

Re %∆CD(α ≈ 0.00◦) %∆CL(α ≈ 4.18◦) %∆CD(α ≈ 4.18◦) %∆CL(α ≈ 8.22◦) %∆CD(α ≈ 8.22◦) %∆CL(α ≈ 13.10◦) %∆CD(α ≈ 13.10◦) %∆CL(α ≈ 15.20◦) %∆CD(α ≈ 15.20◦)

3.94 × 106 32.26 3.33 49.48 1.69 24.03 −0.67 41.61 −1.99 39.59
5.97 × 106 25.67 1.97 17.53 1.29 44.17 −1.84 50.87 −3.28 44.76
6.00 × 106 25.57 2.01 17.36 1.32 43.61 −1.64 49.30 −2.91 42.49
8.86 × 106 22.10 1.73 20.07 0.09 26.34 −2.32 51.85 −3.33 49.86
1.19 × 107 38.37 −0.47 17.54 0.00 25.81 −1.57 41.30 −3.24 32.23
1.89 × 107 47.95 1.13 5.67 −0.88 9.18 −1.51 25.84 −1.99 19.82
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Figure 10. Impacts of Re on lift and drag coefficients.
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Figure 11. y+ along rudder chord with varying Re.

5.2. Impacts of Domain Sizes

A C-mesh is applied to investigate the effects of the domain size on RANS solutions by
conducting simulations with various sizes against varying cell numbers in this section. Test
parameters and related relative differences are given in Table 5. Cin and Cout are doubled
for each case compared with that of the previous one, while the narrowest domain extends
7.5 c upstream and 15 c downstream, which is 16 times smaller than the largest ones, i.e.,
120 c and 240 c. Since equivalent mesh nodes correspond to different spacing variations in a
variety of domains, different nodes distributions are applied for each domain to determine
reasonable meshing strategies.

Pressure distributions in the whole domain and around the rudder are presented in
Figure 12. From Figure 12a–c, regions with great gradient changes near the rudder can be
observed even for the smallest domain. Comparing Figure 12d–f, neither high-pressure
regions near the stagnation points nor regions near the trailing edges show significant
distinctions. The impact of domain size on pressure distributions around the rudder
is relatively small, which corresponds to minor differences of CL mainly derived from
pressure integration.

Compared with that of CL, accuracy of CD is more sensitive to domain sizes in
Table 5. With an increase of the domain size, the accuracy of the prediction of CD is more
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significantly improved than CL. Small domain sizes show poor accuracy in CD but obtained
CL is acceptable for engineering applications. The relative differences of CD for α = 15.20◦

drop from 55.19% to 34.79%, indicating that boundary effects can evidently change viscosity
components around the rudder, which mainly contribute to drag forces. On the other hand,
larger domains, like 60 c/120 c and 120 c/240 c, tend to show high and stable precision
with more cells. However, further expansion of the domain size may dramatically increase
the number of cells and computation time.

Table 5. Comparison of results of C-mesh based on various domain sizes with that of experimental benchmark data adopted
from [25] in relative differences.

Cin /Cout NOC %∆CL(13.10◦) %∆CD(13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CL(AV E) %∆CD(AV E)
160,293 \ \ \ \ \ \
203,144 −1.75 68.46 −2.57 55.19 2.16 61.82
251,065 −1.46 65.74 −21.04 \ \ \
423,225 −2.10 71.32 −3.28 59.88 2.69 65.60

7.5 c/15 c

524,605 −1.65 67.15 −2.38 53.52 2.01 60.33
160,293 \ \ \ \ \ \
203,144 \ \ −2.60 43.80 \ \
251,065 −1.31 50.88 \ \ \ \
423,225 −1.96 56.69 \ \ \ \

15 c/30 c

524,605 −1.50 52.33 −2.40 42.50 1.95 47.41
160,293 \ \ \ \ \ \
203,144 −1.45 47.99 −2.49 39.87 1.97 43.93
251,065 −1.19 44.95 −1.87 34.19 1.53 39.57
423,225 −1.83 50.77 −3.27 44.66 2.55 47.71

30 c/60 c

524,605 −1.37 46.32 −2.33 37.85 1.85 42.08
160,293 −0.83 41.54 −1.28 30.84 1.06 36.19
203,144 −1.35 45.53 −2.40 37.90 1.87 41.72
251,065 \ \ \ \ \ \
423,225 −1.75 48.12 −3.22 42.64 2.49 45.38

60 c/120 c

524,605 −1.29 43.63 −2.28 35.76 1.78 39.70
160,293 −0.92 42.50 \ \ \ \
203,144 −1.33 44.90 −2.37 37.43 1.85 41.16
251,065 −1.06 41.43 −1.85 32.64 1.45 37.03
423,225 −1.71 46.89 \ \ \ \

120 c/240 c

524,605 −1.24 42.38 −2.25 34.79 1.75 38.59

From the perspective of efficiency, a domain size that eliminates boundary effects
and meanwhile requires fewer mesh nodes is desired for following investigations. Table 5
shows that a domain size of Cin = 30 c and Cout = 60 c with about 2.50× 105 cells achieves a
good balance in both accuracy and efficiency, and Table 6 shows that the validation process
is achieved for CL obtained from the case (φ2). This domain size is large enough to obtain
sufficiently accurate estimates of lift and drag, and the number of cells is still manageable
by common desktop computers. Thus, it is applied for the remainder of the simulations
in this paper. Table 5 indicates that even more accurate predictions can be obtained with
larger domains. Thus, we suggest applying a large domain when computation power and
time are available. If the lift is the only purpose, a small domain size of 15 c/30 c may be
more favorable as it requires less computation power and time than a large domain.
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(a) 7.5 𝑐/15 𝑐, Overall view. (b) 30 𝑐/60 𝑐, Overall view. (c) 120 𝑐/240 𝑐, Overall view.

(d) 7.5 𝑐/15 𝑐, View around the rudder. (e) 30 𝑐/60 𝑐, View around the rudder. (f) 120 𝑐/240 𝑐, View around the rudder.

Figure 12. Pressure contours of different domain sizes with α = 15.20◦.

Table 6. Uncertainty estimations for 4 cases (30 c/60 c, NOC = 203,144, 251,065, 423,225, 524,605,
α = 15.2◦) based on mesh dependency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

2.00

10.02 2.49

2.00

0.21 39.87

2.00

0.12 2.13
φ2 16.18 1.87 0.54 34.19 0.12 0.81
φ3 17.73 3.27 0.62 44.66 0.21 6.39
φ4 11.57 2.33 0.37 37.85 0.09 1.91

5.3. Impacts of Node Distributions

After determining the test Re and the domain size, raw meshes are ready for the
mesh independence study for different mesh types. The common procedure is to carry out
simulations on an initial mesh with a residual error in a range of 1.00× 10−4∼1.00× 10−5.
After that, refine the mesh globally to around 2 or

√
2 times the initial mesh. Next, run

simulations with the refined mesh and compare solutions obtained from the coarse mesh
and the fine mesh. Repeat the refinement until the results do not significantly change with
a finer mesh. The mesh independence study requires at least 3 solutions to evaluate the
convergence of certain inputs [26]. Considering the computation time, it is always better to
use the smallest number of cells. In this paper, mesh resolutions are changed by conducting
local rather than global refinements, while the grid refinement factor RG is still around

√
2

for target parameters.
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Since the flow near boundaries of the rudder profile changes more violently than
that in the far-field and has larger effects on rudder hydrodynamics, near-field node
distributions are studied by fixing far-field node distributions for four mesh types. After
that, the impacts of far-field distributions are studied with proper near-field distributions.

In this section, with a domain size of 30 c/60 c, impacts of near-field node distributions
are investigated for four mesh types, as shown in Figures 13–16. Meshes in different regions
are categorized into two parts, which are located in the far-field and near the rudder surface.
Near-field meshes are defined as those located along the rudder chord and within the
boundary layers regions. The domain for C-mesh in Figure 13 consists of a semicircle
and a rectangle, and nodes distributed parallel to the radius are defined as in radial
directions, and the rudder in O-mesh is surrounded by radial nodes in Figure 15. The
nodes extending from the trailing edge to the outlet of the boundary are defined as in
wake directions. Patterned after the definitions above, node distributions for H-mesh are
shown in Figure 14, and nodes from the leading edge to the inlet are in inlet directions. For
Hybrid-mesh in Figure 16, considering quite different mesh generation methods compared
with that of structured meshes, meshes in the refinement area near the rudder are treated
as near-field meshes while others are in far-field.

(a) C-mesh, far-field. (b) C-mesh, near-field.
Figure 13. Node distributions for C-mesh.
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(a) H-mesh, far-field. (b) H-mesh, near-field.
Figure 14. Node distributions for H-mesh.
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(a) O-mesh, far-field. (b) O-mesh, near-field.
Figure 15. Node distributions for O-mesh.
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(a) Hybrid-mesh, far-field. (b) Hybrid-mesh, near-field.
Figure 16. Node distributions for Hybrid-mesh.

5.3.1. Impacts of Near-Field Node Distributions

In this part, impacts of near-field node distributions are studied by changing chord-
wise spacings and layer-wise growth rates for C-mesh, H-mesh, O-mesh, and Hybrid-mesh.
The near-chord refinement is performed by changing the number of nodes in the chord-
wise direction for structured meshes and chord-wise spacings for Hybrid-mesh with RG
around

√
2. For structured meshes, a reference setting is coarsened or refined to perform

parametric studies. The quantitative relation between a coarsened or refined case and the
reference case can be expressed as:

logRG

Nci

Nc0

= logRG
Nci0 = i, (i = −2,−1, . . . ) (27)

where i denotes the level of refinement with respect to the reference case, and Nci is the
number of nodes along the chord. Taking C-mesh for example, the rudder is wrapped by
denser cells in chord-wise directions, as shown in Figure 13. As for cells in the boundary
layer region of the rudder, much attention should be paid to capture violently changing
velocity gradients near the wall. The layer-wise growth rate is investigated to provide a
detailed view of mesh resolutions in boundary layer regions.

Cells around the rudder with varying chord-wise spacings for C-mesh are shown
in Figure 17. As the chord-wise spacing decreases in Table 7, the number of cells with
large aspect ratios in the wake increases, which introduces the difficulty of convergence,
especially under large angles of attack. The accuracy of CD is slightly improved with denser
chord-wise node distributions, while variations of CL are even smaller. Larger deviations
are obtained for CM for small α, probably due to measurement errors in experiments
induced by small absolute values. For α = 4.18◦ and α = 8.22◦, better mesh resolution
along the rudder lead to lower precision, which are related to convergence problems due to
the fact that small flow features are being solved. Since calculation results tend to stabilize
without diffusing after logRG

Nci0 = 2 and 5.48× 105 mesh quadrilaterals show relatively
high accuracy, the case with logRG

Nci0 = 3 is selected for the following simulations on
C-mesh, and corresponded uncertainty estimations are shown in Table 8.
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Table 7. Comparison of results of C-mesh based on various chord-wise spacings with that of experimental benchmark data adopted from [25] in relative differences with 670 nodes in
chord-wise direction for reference setting.

logRG
Nci0 NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

−2 169,860 1.85 18.10 −60.52 1.02 47.98 −22.60 \ \ \ \ \ \ \ \ \
−1 203,534 1.98 17.39 −62.91 1.37 43.79 −30.17 −1.28 46.15 6.94 −2.10 36.68 0.52 1.68 36.00 25.13

0 251,065 1.99 17.36 −62.48 1.42 42.89 −30.23 \ \ \ \ \ \ \ \ \
1 318,413 1.98 17.47 −61.99 1.28 44.17 −26.44 −1.81 50.89 13.49 \ \ \ \ \ \
2 413,475 2.01 17.36 −62.58 1.32 43.61 −27.09 −1.64 49.30 11.47 −2.91 42.49 4.26 1.97 38.19 26.35

3 548,022 2.03 17.15 −63.17 1.44 42.09 −29.86 −1.05 43.73 4.52 −1.76 34.33 −1.74 1.57 34.32 24.82

4 738,295 2.03 17.15 −62.90 1.42 42.16 −28.96 −1.12 44.26 5.42 −1.88 35.22 −1.12 1.61 34.70 24.60

5 1,007,091 2.02 17.15 −62.63 1.39 42.23 −28.06 −1.18 44.79 6.31 −1.56 34.66 −0.84 1.54 34.71 24.46
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(a) ln 𝑟 = −2. (b) ln 𝑟 = 1. (c) ln 𝑟 = 4.

Figure 17. Cells around the rudder with varying chord-wise spacings for C-mesh.

Table 8. Uncertainty estimations for C-mesh (logRG
Nci0 = 2, 3, 4, 5, α = 15.2◦) with varying chord-

wise spacings based on mesh dependency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

2.00

2.02 2.91

1.04

1.28 42.49

1.23

0.70 4.26
φ2 0.46 1.76 1.11 34.32 0.59 1.74
φ3 0.06 1.88 0.72 35.22 0.37 1.11
φ4 0.04 1.56 0.67 34.65 0.34 0.84

For H-mesh, besides chord-wise nodes, nodes distributed along with radial directions
in the refinement region also count in near-field node distributions. Therefore, chord-wise
nodes and radial nodes near the rudder are both refined for H-mesh. Due to discrepancies
in refinement regions in Table 9, the NOC of H has a more rapid growth rate compared with
C-mesh. Generally, variations of the accuracy of hydrodynamic coefficients are consistent
with the increase in the number of cells, and relatively greater improvements can be
observed for CD and CM taking logRG

Nci0 = 2 as the dividing line. For the NOC less than
3.00× 105, C-mesh is a better choice for predictions of α < 8.22◦ when C-mesh and H-mesh
share the same order of magnitude. Considering that near-field node distributions of
H-mesh are able to capture more precise flow details around the rudder with denser near-
field node distributions, H-mesh with fine mesh resolutions can be applied with enough
computational resources. In this part, to balance the accuracy and efficiency, logRG

Nci0 = 2
is selected for following simulations on H-mesh, and corresponded uncertainty estimations
are shown in Table 10.
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Table 9. Comparison of results of H-mesh based on various chord-wise spacings with that of experimental benchmark data adopted from [25] in relative differences with 386 nodes in
chord-wise direction for reference setting.

logRG
Nci0 NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

−2 178,209 2.53 18.68 −83.92 1.08 61.15 −34.30 −3.47 84.99 23.30 −6.28 81.61 13.11 3.34 61.61 38.66

−1 208,245 2.61 17.19 −83.64 1.48 50.20 −39.06 −2.55 64.66 19.18 −4.60 60.33 10.91 2.81 48.09 38.20

0 255,852 2.73 17.41 −85.96 1.82 45.53 −45.29 −1.45 51.54 8.66 \ \ \ \ \ \
1 333,306 2.84 17.90 −88.34 1.97 43.93 −48.35 −1.05 47.09 4.81 −2.09 37.97 2.96 1.99 36.72 36.11

2 462,288 2.84 17.75 −87.83 2.05 42.18 −49.32 −0.67 41.65 1.45 −1.30 30.54 −0.37 1.72 33.03 34.74

3 683,862 2.87 17.24 −87.77 2.08 41.06 −49.42 −0.64 40.21 1.63 −1.28 29.36 −0.09 1.72 31.97 34.73

4 1,079,760 2.89 17.06 −88.12 2.13 40.32 −50.54 −0.42 37.89 −1.11 −0.85 26.08 −2.60 1.57 30.34 35.59
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Table 10. Uncertainty estimations for H-mesh (logRG
Nci0 = 1, 2, 3, 4, α = 15.2◦) with varying

chord-wise spacings based on mesh dependency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

2.00

2.20 2.08

1.12

0.42 37.96

0.95

0.21 2.96
φ2 0.80 1.30 0.31 30.54 0.16 0.37
φ3 0.07 1.28 0.21 29.35 0.13 0.09
φ4 0.08 0.85 0.14 26.08 0.10 2.60

For O-mesh in Table 11, the errors of CL and CD are larger than C and H-mesh because
the mesh type fails to capture the wake after the trailing edge. Further, variations of
layer-wise growth rates are incapable of improving the situation. Therefore, from the
perspective of efficiency, further investigations are not carried out on O-mesh considering
its obvious defects.

Various chord-wise spacings are applied for Hybrid-mesh, and the results are in Table 12.
Compared with that of structured meshes, the calculation accuracy of CL is as good as C
and H-mesh, but that of CD is worse than C and H-mesh while still better than O-mesh.
CL tends to be stable when the NOC is more than 2.5× 105, and CD results are gradually
improved with smaller chord-wise spacings. In the following part, a chord-wise spacing of
2.23× 10−4 c is selected, and validation for CL is achieved as indicated in Table 13.
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Table 11. Comparison of results of O-mesh based on various chord-wise spacings to that of experimental benchmark data adopted from [25] in relative differences with 296 nodes in
chord-wise direction for reference setting.

logRG
Nci0 NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

−2 116,012 7.66 −0.45 −87.30 25.07 73.38 16.88 −54.32 1016.56 −430.26 −76.12 597.97 −111.56 40.79 422.09 161.50

−1 163,852 3.48 15.45 −77.29 22.23 100.94 2.36 −2.78 70.68 4.52 −48.31 540.63 −67.68 19.20 181.93 37.96

0 193,752 −0.39 28.12 −82.61 20.05 132.55 3.36 −3.35 84.92 5.53 −3.99 66.75 −3.11 6.95 78.08 23.65

1 331,292 −1.24 34.48 −96.77 19.16 142.69 −8.57 −3.80 106.31 −6.21 −5.00 96.24 −9.14 7.30 94.93 30.17

2 472,800 −4.00 44.66 −87.64 17.65 163.98 −11.24 −3.90 110.78 −11.54 −4.52 90.11 −11.43 7.52 102.38 30.46

3 666,770 \ \ \ 17.96 156.92 −6.51 −4.74 124.83 −16.92 −52.91 842.17 −653.75 \ \ \
4 944,840 −7.22 48.92 −111.48 \ \ \ \ \ \ −8.03 91.73 17.80 \ \ \

Table 12. Comparison of results of Hybrid-mesh based on various chord-wise spacings with that of experimental benchmark data adopted from [25] in relative differences.

∆c NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

2.23 ×10−3 165,801 3.89 26.16 −139.77 2.93 58.92 −102.81 −0.45 66.54 −27.97 −1.88 56.56 −17.50 2.29 52.05 72.01

1.12 ×10−3 220,230 2.81 24.61 −98.77 1.97 56.27 −65.66 −0.28 57.21 −19.72 −0.39 43.43 −20.39 1.36 45.38 51.13

7.88 ×10−4 265,546 3.15 23.68 −111.24 2.33 53.73 −77.53 −0.26 55.59 −20.22 −1.03 42.59 −12.24 1.69 43.90 55.31

5.88 ×10−4 314,070 3.11 23.18 −108.70 2.23 52.39 −71.74 −0.60 55.97 −13.90 −0.88 42.25 −13.51 1.71 43.45 51.96

4.46× 10−4 374,853 2.93 23.23 −102.73 2.09 53.57 −66.59 −0.64 55.73 −12.36 −1.02 41.83 −12.42 1.67 43.59 48.53

3.15 ×10−4 476,662 2.89 22.13 −100.24 2.14 52.34 −66.90 −0.60 54.14 −11.16 −1.35 42.18 −8.66 1.74 42.70 46.74

2.23 ×10−4 620,995 2.73 22.04 −94.71 1.84 51.30 −57.25 −0.98 54.76 −4.10 −1.38 41.61 −6.55 1.73 42.42 40.66
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Table 13. Uncertainty estimations for Hybrid-mesh (∆c = 5.88× 10−4 c, 4.46× 10−4 c, 3.15× 10−4 c,
2.23× 10−4 c, α = 15.2◦) with varying chord-wise spacings based on mesh dependency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

2.00

8.08 0.88

1.21

0.13 42.24

2.00

0.15 13.50
φ2 6.58 1.02 0.12 41.83 0.06 12.42
φ3 5.58 1.35 0.12 42.18 0.03 8.66
φ4 5.96 1.38 0.08 41.60 0.004 6.54

No obvious variations can be observed for both CL, CD and CM in Table 14. The
insensitivity to layer-wise growth rates for C-mesh is probably caused by good chord-wise
mesh resolutions. A rate of 1.15 encounters convergence problems, while results obtained
from r 6 1.10 are stable. Therefore, r = 1.10 is selected.

For H-mesh in Table 15, the accuracy of CL and CD has subtle improvements within
1%, while variability of CM is slightly larger. The trend shows that a slower growth rate of
mesh height leads to better results, but, remarkably, too small rates may reduce calculation
efficiencies and contribute to mesh quadrilaterals with too large aspect ratios, which are
disadvantageous to the convergence of CFD results. In this case, r = 1.05 is well balanced
in accuracy and computation time.

For Hybrid-mesh in Table 16, the connection between the structured region and the un-
structured region is influenced by layer-wise growth rates. When r = 1.03, relatively large
aspect ratios in boundary layer regions increases the difficulty of convergence. Therefore,
r = 1.10 is selected as a value of transition of convergent conditions.

5.3.2. Impacts of Far-Field Node Distributions

With selected near-field node distributions, nodes in far-field regions need to be
determined to match variations of cell sizes near wall boundaries to present global meshing
strategies. For structured meshes, similar to Section 5.3.1, nodes in different directions are
changed according to characters of their topological structures, which can be expressed as:

logRG

Nri

Nr0

= logRG
Nri0 = i, (i = −2,−1, . . . , 4) (28)

logRG

Nwi

Nw0

= logRG
Nwi0 = i, (i = −2,−1, . . . , 4) (29)

where Nri and Nwi denote the number of nodes in radial and wake directions. For Hybrid-
mesh, cell sizes in far-field regions are varied to change mesh properties.
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Table 14. Comparison of results of C-mesh based on various layer-wise growth rates with that of experimental benchmark data adopted from [25] in relative differences.

r NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

1.20 548,022 1.96 17.06 −63.80 1.31 43.17 −28.81 −1.17 46.09 4.41 −1.79 35.84 −2.75 1.56 35.54 24.94

1.15 548,022 \ \ \ \ \ \ \ \ \ \ \ \ \ \ \
1.10 548,022 2.03 17.17 −63.06 1.42 42.31 −29.35 −1.17 44.87 5.98 −2.01 35.40 −0.40 1.66 34.94 24.70

1.05 548,022 2.03 17.16 −62.98 1.42 42.31 −29.26 −1.18 44.88 6.15 −2.02 35.42 −0.30 1.66 34.94 24.67

1.03 548,022 2.03 17.16 −63.19 1.43 42.29 −29.67 −1.15 44.80 5.60 −1.95 35.21 −0.81 1.64 34.86 24.82

Table 15. Comparison of results of H-mesh based on various layer-wise growth rates that of experimental benchmark data adopted from [25] in relative differences.

r NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

1.20 46,288 2.86 16.54 −87.45 2.05 41.22 −48.90 −0.72 41.52 2.02 −1.38 30.81 −0.10 1.75 32.52 34.62

1.15 46,288 2.87 17.12 −87.99 2.08 41.55 −49.74 −0.61 41.14 0.50 −1.17 29.96 −1.48 1.68 32.44 34.93

1.10 46,288 2.84 17.75 −87.82 2.05 42.20 −49.30 −0.67 41.66 1.46 −1.30 30.55 −0.37 1.72 33.04 34.74

1.05 46,288 2.86 17.52 −87.96 2.07 41.74 −49.57 −0.63 41.04 0.94 −1.23 29.92 −0.78 1.70 32.55 34.81

1.03 46,288 2.87 17.40 −88.05 2.08 41.60 −49.77 −0.60 40.87 0.51 −1.18 29.74 −1.18 1.68 32.40 34.88

Table 16. Comparison of results of Hybrid-mesh based on various layer-wise growth rates with that of experimental benchmark data adopted from [25] in relative differences.

r NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

1.20 607,987 2.30 21.80 −81.67 1.23 50.70 −36.72 −1.64 54.72 7.37 −2.14 44.18 −2.79 1.83 42.85 32.14

1.15 611,491 2.24 22.13 −80.52 1.36 51.11 −41.85 −1.16 54.54 −1.17 −1.43 41.82 −6.33 1.55 42.40 32.47

1.10 620,995 2.73 22.03 −94.78 1.84 51.32 −57.42 −0.98 54.76 −4.09 −1.87 43.50 −4.28 1.86 42.90 40.14

1.05 652,233 2.87 17.74 −98.81 1.78 48.03 −54.62 −1.24 54.52 −0.37 −1.69 41.02 −5.83 1.89 40.33 39.91

1.03 660,281 3.37 6.31 −109.96 2.16 38.29 −63.27 −1.00 50.00 −3.25 \ \ \ \ \ \
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Number of cells against radial nodes vary over a considerable extent from nearly
3.00× 105 to more than 1.00× 106 for C-mesh and H-mesh, as shown in Tables 17 and 18.
However, such variation has few impacts on magnitudes of any hydrodynamic coefficients,
indicating that sufficient mesh resolution along the rudder chord has successfully solved
the flow in regions with great gradients. In other words, relatively few nodes in radial
directions are capable of ensuring the calculation accuracy. Therefore, the reference case
already achieved mesh independence for both C-mesh and H-mesh along with radial
directions, and the case is still utilized for benchmark in the following studies.

Similar to impacts of nodes in radial directions, variations of CL, CD and CM against
changing cell numbers induced by cell sizes in wake directions are very small, as shown in
Tables 19 and 20. Compared with the trend of accuracy variations in Section 5.3.1, impacts
of node distributions in the near-field on CFD results are stronger than that in the far-field,
which is reasonable considering the decaying disturbance of the object on the flow field with
increased distances from the wall boundary. As long as mesh resolutions in the near-field
are handled carefully, fewer mesh elements are needed in the far-field. Mesh elements in
unstructured regions for Hybrid-mesh are changed as shown in Table 21, and the magnitude
of results variations are the same as C-mesh and H-mesh. Further decreasing element sizes
of unstructured meshes are memory-consuming, and divergent cases occur when the size is
below 0.0625 c. Therefore, the body element size of 0.125 c is selected.

Tables 22–26 show uncertainty estimations for C-mesh, H-mesh and Hybrid-mesh
with varying far-field node distributions. Most uncertainty quantities in Tables 22–25 are
relatively small, corresponding to the fact that further increase in radial or wake directions
has little impact on the calculation accuracy.
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Table 17. Comparison of results of C-mesh based on various radial nodes with that of experimental benchmark data adopted from [25] in relative differences with 150 nodes in radial
directions for reference setting.

logRG
Nri0 NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

−2 272,172 1.89 17.08 −63.18 1.16 46.20 −19.87 −1.27 47.33 5.08 −1.90 37.84 −2.64 1.55 37.11 22.69

−1 386,190 2.02 17.17 −64.08 1.41 42.79 −30.40 −1.09 45.27 3.84 −1.75 35.82 −2.59 1.57 35.26 25.23

0 548,022 2.03 17.17 −63.06 1.42 42.31 −29.35 −1.17 44.86 5.98 −2.01 36.06 −0.40 1.66 35.10 24.70

1 776,058 2.03 17.17 −63.06 1.42 42.31 −29.35 −1.17 44.86 5.98 −2.01 36.06 −0.40 1.66 35.10 24.70

2 1,099,722 \ \ \ \ \ \ \ \ \ \ \ \ \ \ \
3 1,555,794 2.04 17.12 −63.04 1.43 42.15 −29.31 −1.17 44.64 6.04 −2.00 35.88 −0.36 1.66 34.95 24.69

4 2,203,122 2.04 17.10 −63.02 1.44 42.08 −29.29 −1.16 44.54 6.06 −2.00 35.80 −0.34 1.66 34.88 24.68

Table 18. Comparison of results of H-mesh based on various radial nodes to experimental benchmark data adopted from [25] in relative differences with 150 nodes in radial directions for
reference setting.

logRG
Nri0 NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

−2 314,088 2.84 17.74 −87.76 2.05 42.20 −49.31 −0.67 41.66 1.45 −1.30 30.52 −0.36 1.72 33.03 34.72

−1 375,344 2.84 17.75 −87.82 2.05 42.20 −49.30 −0.67 41.65 1.45 −1.30 30.55 −0.37 1.72 33.04 34.74

0 462,288 2.84 17.75 −87.83 2.05 42.20 −49.30 −0.67 41.65 1.45 −1.30 30.55 −0.38 1.72 33.04 34.74

1 584,800 2.84 17.75 −87.83 2.05 42.20 −49.31 −0.67 41.65 1.45 −1.30 30.55 −0.38 1.72 33.04 34.74

2 758,688 \ \ \ 2.05 42.19 −49.30 −0.67 41.65 1.45 −1.30 30.54 −0.38 \ \ \
3 1,002,712 \ \ \ 2.05 42.19 −49.31 −0.67 41.64 1.45 −1.30 30.53 −0.37 \ \ \
4 1,351,488 \ \ \ \ \ \ −0.67 41.64 1.45 −1.30 30.54 −0.37 \ \ \

Table 19. Comparison of results of C-mesh based on various wake nodes with that of experimental benchmark data adopted from [25] in relative differences with 300 nodes in wake
directions for reference setting.

logRG
Nwi0 NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

−2 503,322 3.54 32.94 −41.90 1.42 42.31 −29.37 −1.17 44.86 5.97 −2.01 36.07 −0.41 2.03 39.04 19.41

−1 521,798 2.03 17.17 −63.07 1.42 42.31 −29.37 −1.17 44.86 5.97 −2.01 36.07 −0.41 1.66 35.10 24.70

0 548,022 2.03 17.17 −63.07 1.42 42.31 −29.36 −1.17 44.86 5.97 −2.01 36.06 −0.41 1.66 35.10 24.70

1 584,974 2.03 17.17 −63.07 0.39 41.54 −4.57 −1.17 44.86 5.98 −2.01 36.06 −0.40 1.40 34.91 18.51

2 637,422 2.03 17.16 −63.07 1.42 42.30 −29.35 −1.17 44.84 5.98 \ \ \ \ \ \
3 711,624 2.03 17.16 −63.07 1.42 42.29 −29.35 −1.18 44.83 6.01 −2.01 36.04 −0.38 1.66 35.08 24.70

4 816,222 \ \ \ \ \ \ \ \ \ \ \ \ \ \ \
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Table 20. Comparison of the results of H-mesh based on various wake nodes with that of experimental benchmark data adopted from [25] in relative differences with 300 nodes in wake
directions for reference setting.

logRG
Nwi0 NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

−2 405,738 2.84 17.75 −87.83 2.07 41.74 −49.57 −0.67 41.65 1.45 −1.30 30.55 −0.38 1.72 32.92 34.81

−1 429,112 2.84 17.75 −87.78 2.07 41.74 −49.57 −0.67 41.65 1.45 −1.31 30.57 −0.35 1.72 32.93 34.79

0 462,288 2.84 17.75 −87.80 2.07 41.74 −49.57 −0.67 41.65 1.45 −1.31 30.57 −0.35 1.72 32.93 34.79

1 509,036 2.84 17.74 −87.79 2.07 41.74 −49.57 −0.67 41.65 1.45 −1.31 30.56 −0.35 1.72 32.92 34.79

2 575,388 2.84 17.75 −87.80 2.07 41.74 −49.57 −0.67 41.65 1.45 −1.31 30.57 −0.35 1.72 32.93 34.79

3 669,261 \ \ −2296.89 2.07 41.74 −49.57 −0.67 41.63 1.46 −1.31 30.54 −0.33 \ \ \
4 801,588 \ \ −8910.58 2.07 41.74 −49.57 −0.67 41.63 1.47 −1.31 30.54 −0.33 \ \ \

Table 21. Comparison of the results of Hybrid-mesh based on various element sizes with that of experimental benchmark data adopted from [25] in relative differences.

Element Size NOC %∆CL(4.18◦) %∆CD(4.18◦) %∆CM (4.18◦) %∆CL(8.22◦) %∆CD(8.22◦) %∆CM (8.22◦) %∆CL(13.10◦) %∆CD(13.10◦) %∆CM (13.10◦) %∆CL(15.20◦) %∆CD(15.20◦) %∆CM (15.20◦) %∆CL(AV E) %∆CD(AV E) %∆CM (AV E)

0.17678c 621,117 2.71 22.02 −94.43 1.84 51.32 −57.41 −0.99 54.35 −3.76 −1.41 41.77 −6.38 1.74 42.37 40.49

0.12500c 719,043 2.59 21.88 −90.64 1.80 51.40 −55.08 −0.72 53.35 −6.48 −1.10 40.96 −8.89 1.55 41.90 40.27

0.08839c 919,255 2.77 21.42 −96.73 2.02 51.73 −61.37 −0.76 54.01 −6.93 −1.24 40.11 −7.05 1.70 41.82 43.02

0.06250c 1,314,763 2.70 21.71 −93.17 1.88 51.95 −57.74 −0.86 54.26 −5.91 −1.16 42.14 −9.81 1.65 42.51 41.66

0.04419c 2,106,077 2.70 20.96 −91.30 1.92 50.73 −57.52 −0.58 52.55 −9.67 −1.41 41.24 −7.21 1.65 41.37 41.43
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Table 22. Uncertainty estimations for C-mesh with varying radial node distributions (logRG
Nci0 =

−2,−1, 0, 1) based on mesh dependency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

0.23

2.87 1.90

2.00

0.06 37.84

0.56

0.33 2.63
φ2 2.69 1.75 0.04 35.81 0.23 2.58
φ3 1.77 2.00 0.02 36.06 0.18 0.40
φ4 1.27 2.00 0.02 36.06 0.16 0.40

Table 23. Uncertainty estimations for H-mesh with varying radial node distributions (logRG
Nci0 =

−2,−1, 0, 1) based on mesh dependency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

2.00

0.0002 1.30

2.00

0.0003 30.56

2.00

0.0001 0.38
φ2 0.0006 1.30 0.0002 30.55 0.0001 0.37
φ3 0.0004 1.30 0.0001 30.55 0.0001 0.37
φ4 0.0007 1.30 0.0001 30.55 0.0001 0.37

Table 24. Uncertainty estimations for C-mesh with varying wake node distributions (logRG
Nci0 =

−2,−1, 0, 1) based on mesh dependency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

2.00

0.003 2.00

2.00

0.001 36.06

2.00

0.001 0.42
φ2 0.002 2.00 0.001 36.06 0.001 0.42
φ3 0.001 2.00 0.001 36.06 0.001 0.42
φ4 0.001 2.00 0.001 36.06 0.001 0.42

Table 25. Uncertainty estimations for H-mesh with varying wake node distributions (logRG
Nci0 =

−2,−1, 0, 1) based on mesh dependency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

2.00

0.0102 1.30

2.00

0.0002 30.55

2.00

0.0006 0.38
φ2 0.0057 1.31 0.0006 30.57 0.0002 0.35
φ3 0.0032 1.31 0.0006 30.57 0.0001 0.35
φ4 0.0017 1.31 0.0007 30.56 0.0001 0.35

Table 26. Uncertainty estimations for Hybrid-mesh (Element size = 0.17678 c, 0.12500 c,
0.08839 c, 0.06250 c, α = 15.2◦) with varying far-field node distributions based on mesh depen-
dency.

Solution
CL CD CM

p %UG %|E| p %UG %|E| p %UG %|E|
φ1

2.00

0.14 1.41

2.00

0.16 41.77

0.86

0.63 6.38
φ2 0.17 1.10 0.15 40.96 0.61 8.88
φ3 0.14 1.24 0.24 40.11 0.57 7.04
φ4 0.12 1.16 0.20 42.14 0.43 9.81
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5.4. Impacts of Mesh Types

Simulations of different mesh types with varying mesh properties are conducted
in Sections 5.1–5.3. Generally, the accuracy of CL is sufficient (within 5% deviations
compared with experimental data) for engineering applications except for O-mesh, while
discrepancies of CD between CFD and EFD results are relatively large under high angles
of attack. Physically, the lift and drag coefficient are nondimensional forms of lift and
drag force, respectively, while the former is mainly generated by the pressure difference
between the windward and leeward surfaces, the inviscid component, and the latter
primarily contributed by the frictional shear stress, the viscous component. The precise
prediction of viscous stress relies on a more exact forecasting model in regions of separated
flow, along with an advanced understanding of rudder hydrodynamics, the development
of the discretization, and numerical methods [38]. In other words, it is inevitable to
observe excessive error of CD with the RANS method and limited computational resources.
However, selecting the appropriate mesh type can improve the accuracy of both CL and
CD to a certain extent in the current framework. Therefore, based on the simulation
results obtained above, the impacts of different mesh types on rudder hydrodynamics are
summarized in this section. To evaluate the efficiency and accuracy of those mesh types, the
calculation accuracy of CD versus changing numbers of cells in the near-field and far-field
is shown in Figures 18 and 19, while blue dotted lines connect minimum errors under each
α and red lines mark selected mesh settings for each type. Since there is a common trend
between impacts of radial and wake distributions on calculation accuracy for C-mesh and
H-mesh, only radial node distributions are selected to perform the estimation.

In Figure 18, for the NOC below 3.00× 105, C-mesh shows higher accuracy than other
mesh types. However, H-mesh with better mesh resolution around the rudder achieves
better performance under large angles of attack. What’s more, it can be foreseen that a
further increase in nodes may lead to more accurate results if computational power is
not an issue. According to the tendency of Hybrid-mesh, the accuracy of CD remained
stable, and smaller chord-wise spacing cannot make up for defects of unstructured mesh in
solving rudder flows.

In Figure 19, even though variations of CD of Hybrid-mesh are slightly larger than C-
mesh and H-mesh, results obtained from these mesh types settle in stable levels with fixed
chord-wise spacings. Although making further efforts in far-field mesh resolutions can still
improve the accuracy, the consequent mesh elements with small size may dramatically
increase computation time, as well as bring difficulties with convergence. C-mesh and
H-mesh with NOC around 5.00× 105 are selected, which are about 2.00× 105 less than
Hybrid-mesh in the number of cells and show higher accuracy especially under high
rudder angles, proving that structured meshes have higher efficiency in computations than
hybrid meshes.
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(c) Hybrid-mesh.

Figure 18. Calculation deviations of CD compared with experimental benchmark data adopted from [25] varying with
numbers of cells, while changing chord-wise spacings in the near-field (blue dotted lines connect minimum errors under
each α and red lines mark selected mesh settings for each type).

Based on the principle of balancing efficiency and accuracy, recommended mesh
properties for four mesh types investigated in Sections 5.1–5.3 are presented in Table 27,
and performance of these settings are compared with that of other codes (Langley Research
Center [19]) in Table 28, which coincide with H-mesh best. The results of these CFD codes
are achieved using the same block-structured C-mesh in a domain of 500 c around the
profile and 500 c behind it, which is much larger than the domain in this paper. Hence,
the appearance of differences in Table 27 is reasonable, and relatively good results are
achieved by the current method efficiently. Structured meshes of C-type and H-type can
achieve accurate CL predictions, while O-mesh fails to capture flow features in wake
directions because of the difficulties of actualizing clustering grid points in the wake while
maintaining a reasonable spacing at the trailing edge [5]. The concentration degree of mesh
elements in regions with a large change of solution gradients for H-mesh is greater than
that of C-mesh, contributing to higher accuracy in CD predictions when the NOC is above
3.00× 105. Some unexpected divergent cases can be observed for C-mesh and H-mesh, and
no general rules can be derived to explain why that happens, though it probably relates to
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the processing mechanism of the solver. In systematic parameter studies, it is recommended
to fine-tune mesh properties to obtain convergent results. Hybrid-mesh can be generated
more simply with less manual intervention, and calculation results are acceptable but still
inferior to C-mesh and H-mesh. However, the high adaptability of unstructured meshes to
complex geometries extends the scope of application of Hybrid-mesh, which means that
such a meshing strategy can be easily transformed into sophisticated configurations like
high-lift rudders.
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Figure 19. Calculation deviations of CD compared with experimental benchmark data adopted from [25] varying with
numbers of cells, while changing radial node distributions in near-field (blue dotted lines connect minimum errors under
each α and red lines mark selected mesh settings for each type).
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Table 27. Recommended mesh properties for different mesh types.

Mesh Properties
Mesh Types

C-Mesh H-Mesh O-Mesh Hybrid-Mesh

Re 6.00× 106 6.00× 106 6.00× 106 6.00× 106

Domain size 30 c/60 c 30 c/60 c 60 c/60 c 30 c/60 c
Chord-wise spacing 1895 nodes 692 nodes 658 nodes 1.78× 10−3 c
Layer-wise growth rate 1.10 1.05 \ 1.10

Far-field node distribution
Radial-150 nodes Radial-150 nodes Radial-\

Element size-0.125 c
Wake-300 nodes Wake-300 nodes Wake-\

Number of cells 5.48× 105 4.62× 105 \ 7.19× 105

Table 28. Comparison of mesh types with recommended settings to that of other CFD codes adopted
from [19] in relative differences.

Codes α(◦)
CL CD

C-Mesh H-Mesh Hybrid-Mesh C-Mesh H-Mesh Hybrid-Mesh

CFL3D
0 \ \ \ 0.91% 1.44% 3.47%
10 −0.57% −0.01% 0.05% 7.88% 7.18% 16.02%
15 −1.37% −0.72% −0.63% 11.05% 6.80% 15.94%

FUN3D
0 \ \ \ 1.03% 1.57% 3.60%
10 −1.13% −0.58% −0.53% 6.42% 5.72% 14.45%
15 −1.64% −0.99% −0.90% 8.31% 4.17% 13.09%

NTS
0 \ \ \ 0.91% 1.44% 3.47%
10 −0.45% 0.11% 0.17% 6.59% 5.89% 14.63%
15 −1.58% −0.93% −0.84% 12.67% 8.36% 17.64%

6. Further Validations

To further validate the proposed mesh strategy, more 2D rudder profiles are studied in
this section, i.e., NACA 0006, NACA 0009, NACA 0015, and NACA 0018, and the calculated
force coefficients are compared with corresponding experimental data. The test conditions
are shown in Table 29.

Table 29. More profiles studied.

Profile Re Reference

NACA 0006 6.00× 106 Abbott and Doenhoff [39]
NACA 0009 6.00× 106 Abbott and Doenhoff [39]
NACA 0015 3.26× 106 Jacobs and Sherman [40]
NACA 0018 3.26× 106 Jacobs and Sherman [40]

By applying H-mesh and Hybrid-mesh with recommended domain size and nodes
distributions, obtained CL and CD are compared with EFD results before stall for tested
rudder profiles as shown in Figure 20. For profiles with relatively small thickness ratios,
such as NACA 0006 and NACA 0009, Hybrid-mesh failed to obtain credible force coeffi-
cients. As for H-mesh, in such cases, the mesh type can achieve acceptable CL calculations,
although the scope of α which leads to convergent solutions is limited. Nevertheless,
from the perspective of structural strength, thin profiles are generally not used for rudder
designs, so no further efforts are made to modify current mesh strategies to adapt thin
profiles in this paper. For NACA 0015 and NACA 0018, when α < 5◦, some divergence
may occur for H-mesh, while Hybrid-mesh shows good convergence. After that, CFD
results for H-mesh and Hybrid-mesh agree with EFD ones well, while H-mesh shows
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better accuracy for α around 15◦, demonstrating that the proposed meshing strategy can be
used for other rudder profiles.
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Figure 20. Comparison of results of H and Hybrid mesh with experimental benchmark data adopted from [39,40] for
NACA 0006, NACA 0009, NACA 0015 and NACA 0018.

7. Conclusions

This paper describes a comprehensive approach to identifying suitable mesh prop-
erties for CFD simulations of airfoil-shaped ship rudders. The goal is to build up an
efficient mesh with a sufficient resolution. The suggested mesh properties are summa-
rized in Table 30 for different research objectives. Important conclusions drawn from this
work include:

1. The mesh type affects the efficiency of mesh generation and the accuracy of the CFD
solutions. The structured mesh gives more accurate drag predictions with fewer cells
compared with that of the hybrid mesh. However, an unstructured mesh is more
suitable for complex rudder profiles; it can also provide comparable accurate lift
predictions with the structured mesh.

2. The domain size has to be reasonably large to fully develop the flow. The drag
prediction is more influenced by the domain size than the lift prediction. An increase
in domain size leads to an improvement in prediction accuracy.

3. Lift coefficients increase while drag coefficients decrease with an increase of Reynolds
numbers in a range of 2× 105∼1.89× 107. The drag coefficient is more sensitive to
changes in the Reynolds number than the lift coefficient. A Reynolds number of
6.00× 106 is suggested as a benchmark, above which few changes in lift and drag
coefficients were found.
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4. The boundary conditions applied in this study are velocity-inlet, no-slip wall, and
pressure-outlet. RANS simulation results with these conditions are in good agreement
with the published experimental data [25,39,40].

5. In all cases, CD prediction accuracy remains poor compared with that of CL.

Table 30. Recommended mesh properties for different objective.

Objective Properties Settings

Accurate
prediction for both
CL and CD

Mesh type H-mesh
Re Actual Reynolds number whenever possible
Domain size As large as possible or at least 30 c around and 60 c after

the profile
Chord-wise spacing More than 692 nodes for c = 1 m
Layer-wise growth rate 1.05
Number of radial nodes 150 nodes
Number of wake nodes 300 nodes
Number of mesh cells No less than 4.62× 105

Accurate CL only
with less mesh
number

Mesh type C-mesh
Re 6× 106

Domain size 30 c around and 60 c after the profile
Chord-wise spacing 670 nodes for c = 1 m
Layer-wise growth rate 1.10
Number of radial nodes 150 nodes
Number of wake nodes 300 nodes
Number of mesh cells About 2.51× 105

Acceptable CL and
CD with simple
meshing strategy

Mesh type Hybrid-mesh
Re 6× 106

Domain size 30 c around and 60 c after the profile
Chord-wise spacing 2.23× 10−4 c
Layer-wise growth rate 1.10
Element size 0.125 c
Number of mesh cells About 7.19× 105

We realize that the above conclusions are based on a case study of 2D ship rudders.
For unconventional rudder types, such as flap rudders and fishtail rudders, the conclusions
should not be applied directly. For instance, the gap of the flap rudder and the concave part
of the fishtail rudder may require an additional number of cells. What’s more, attention
should be paid to mesh elements in span-wise directions for 3D rudders. Considering larger
calculation errors with larger angles of attack, extra efforts are also needed in applications of
other CFD methods, such as Large-Eddy Simulation (LES) and Direct Numerical Simulation
(DNS), which commonly require a much finer mesh than the RANS method. Therefore,
further study is required to determine the most suitable mesh for different rudder types
and meshing strategies in 3D configurations.
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Abbreviations
The following abbreviations are used in this manuscript:

AVE Average error
NOC Number of cells
GCI Grid convergence index
CF Correction factor
α Angle of attack of the rudder
∆s Height of the meshes’ first layer
∆c Chord-wise spacing around a rudder profile
∆CL Relative difference of the calculated lift coefficient and benchmark data
∆CD Relative difference of the calculated drag coefficient and benchmark data
∆CM Relative difference of the calculated moment coefficient and benchmark data
δ Thickness of a flat plate boundary layer
E Comparison error
φi Solution of ith mesh
c Chord length of a rudder profile
Nc Number of nodes in chord-wise
Nr Number of nodes in radial directions
Nw Number of nodes in wake directions
p Order of accuracy
pth Theoretical order of accuracy
Re Reynolds number
RG Grid refinement factor
r Layer-wise growth rate in boundary layer regions
UG Grid uncertainty
UV Validation uncertainty
y+ Dimensionless wall distance
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