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Abstract: The paper presents an approach of the blockchain and smart contracts utilization for
dynamic robot coalition creation. The coalition is forming for solving complex tasks in industry
applications that requires sequential united actions from the several robots. The main idea is that
the process is split into two stages: scheduling and dynamic execution. On the scheduling stage,
the coalition is defined based on the correlation of existing tasks and robot equipment, and the
execution plan is formed and stored in smart contracts. The second stage is the plan execution. During
this stage, smart contract controls how each robot solves its sub-task and whether it solves the sub-task
due to the planned moment of time. In case of any deviation from the plan, smart contacts will provide
a solution for returning to the plan or for changing the coalition composition with new robots and
an execution plan. The prototype for execution control system has been developed based on the
Hyperledger Fabric platform.
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1. Introduction

Nowadays, robots have become complex enough to cooperate for solving complex tasks [1].
Starting from the simplest ways of cooperation like swarms or flocks inspired by the nature, current
development had moved to a more complex socio-inspired type of cooperation: coalition task solving.
Unlike simple swarm and flock models, where robots are identical in structure and software, a coalition
of robots can be made up of devices with different functionality. In addition, each robot is unique
in terms of control algorithms, making a decision based on the analysis of the current situation.
The independence of the robots in the coalition allows them to have their own goals and rely on them.
The solution to each complex task is complemented by a list of required resources, the number of
which is limited, and a reward for solving it. When jointly solving tasks, robots need to coordinate
with others in order to gain access to limited resources and maximize their gain.

Manufacturing on demand, precision agriculture, and remote exploring (including aerospace
scan of planets) can be considered as examples of the areas of possible use of robot coalitions that
require the coordinated action of robots with different functionalities [2–4]. For example, in precision
farming, there are robots capable of sowing, watering, fertilizing, exploring a territory, analyzing the
composition of the soil that should work together to get maximal benefit. The benefit in precision
farming is to obtain the maximum yield when growing different crops, spending a minimum of
resources. For this, it is necessary to determine the best conditions for each crop and plan the sequence
of actions for the care and harvest [5].

One of the specific features of the coalition is the accessibility of complete information to all its
participants. They have access to information about the current state of the coalition, the status of
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solving problems, available and used resources, and the distribution of reward. A prerequisite is the
ability to quickly familiarize the robot with the current state of problem solving and tracking the
procedure for performing actions. At the same time, it is necessary to ensure a consensus among all
coalition members on the order of execution of actions and the immutability of the problem solution
history for subsequent analysis.

Interaction between coalition participants requires the transparency of operations related to the
production, supply, receipt, and processing of the task for execution plan control [6]. In this paper,
the use of blockchain technology is proposed to organize a decentralized distributed immutable storage
where the actions log will be stored. Expanding the possibilities of the ledger through the use of smart
contracts makes it possible to store specific rules of action in various situations as well as the rules of
interaction between participants that will also be available within a coalition.

The paper contributes in the field of coalition task solving by describing the plan control approach
based on utilizing blockchain and smart contract technologies. The two-step process is described
for task solving: coalition formation with task scheduling and plan execution. The plan is stored
in the blockchain as smart contracts that control the success of plan stages. In case of plan failure,
smart contracts are used to adjust execution or reschedule the stages.

The rest of the paper is structured as follows: Section 2 provides the problem statement with
an overview of existing solutions. Section 3 contains the main principles of coalition formation and
scheduling for robots to solve the common task. Section 4 describes how blockchain and smart
contracts are utilized to control plan execution. Sections 5 and 6 provide examples and discussion of
the proposed approach and conclusions over the example. Sections 7 and 8 provide materials used to
acquire the results in the paper and conclusion over the approach presented in the paper.

2. Problem Statement

The task set in this paper is to provide a joint task solving in dynamically changing environments
by robots in a coalition. The process should be controlled by all coalition participants to track changes
in coalition and environment state; therefore, it is necessary to provide common storage of the current
coalition state, task solving state, as well as resource and reward distribution.

The coalition task solving is viewed as a two-stage process: scheduling and execution. In the first
stage, the coalition is formed and the execution plan is built in a static or dynamic way by analyzing
the task requirements, robot competences, and environment characteristics. To form the coalition,
at least two robots are required. The plan contains a list of sub-tasks for each robots with execution
order and timestamps when each sub-task should be solved. Since some sub-tasks should be solved
consequentially, all robots have to track the current status of task solving and coordinate their own
action with the others. After the coalition was formed, the execution stage is starting. During this stage,
all robots perform their actions and report to the others about the progress on each task.

Interaction of robots during the plan execution should be carried out through a common
information space synchronized between all of the coalition members. Records of the completion of
each plan phase should be maintained in this space so that they can be verified and used to monitor the
plan execution. The information space should also contain the current amount of resources consumed
by the coalition in the course of the task and their distribution among the coalition members.

One of the requirements of the problem is the ability to automatically adjust the plan when
a deviation is detected. It should be noted that the adjustment may be partial—when the next stages of
the plan are redistributed among the coalition members in such a way as to smooth out the deviation,
or complete, as a result of which a new coalition is formed, for which a new plan for completing the
subtasks is defined. Information on the implementation of the plan should be kept unchanged in the
information space for the subsequent analysis of the causes of deviation, while the impossibility of
their change should be guaranteed.
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3. Task Scheduling for Coalition

The section will describe basic concepts for dynamic robot coalition formation and task scheduling.
First, the coalition formation in shown. When the task appears, one of two possible scheduling process
is starting: static or dynamic.

3.1. Coalition Formation

Coalition is the most highly organized type of collective work organization [7]. Each robot in
coalition is considered as an independent agent with its own competencies and goals, which he aims
to achieve after the problem solving. The coalition in this case can be considered as a union of agents
with their own interests, which in the negotiation process make a decision on a joint solution of the
problem and the distribution of the reward.

When forming a coalition, it is necessary to take into account the capabilities of robots in such
a way that in total they cover all the requirements of the task to be jointly solved. To this end, it is
proposed to use an ontology that provides descriptions of the requirements of tasks and the capabilities
of robots [7]. An example of an ontology for describing a robot is presented in Figure 1. The presented
ontology is adjusted to the specific task of obstacle overcoming by a coalition of robots, but the main
concepts can be adjusted with upper level ontology for robotics and automation (IEEE CORA [8]) in
order to provide higher interoperability with other ontologies.

Figure 1. Example of robot ontology.

In order to select robots for the task, the reasoning based on the SWRL A Semantic Web
Rule Language [9]) rules is used. An example of using the rules is presented below in Section 4.
An additional criterion for the selection of robots can also be an expectation in the distribution of
reward across coalition members, for example by using fuzzy cooperative games approach [10,11],
but this issue is beyond the scope of this work. After the formation of a set of robots capable of jointly
solving the task, implementation scheduling is carried out, presented in Section 3.2. The overall process
of joint task solving in a coalition is shown in Figure 2.

Figure 2. Scheme of joint task solving.
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3.2. Scheduling

Three approaches for scheduling have emerged by now [12]: satisfactory (incremental), formal,
and system (comprehensive) planning. Various planning theories realizing the above-mentioned
concepts for different applications have been developed by now [12–14].

Here, the main focus will be given to incremental and formal process planning. It is proposed
to use the Business Process Model and Notation (BPMN) to create a schedule of joint task solving.
The BPMN is mostly used for the description of business-processes and is familiar to both technical
specialists and business users. It also can be used in the context of integrated modeling of task
execution processes. Among the advantages of BPMN, the following ones are important for complex
task scheduling in the proposed approach: the set of the applied primitives in BPMN combines
the advantages of other notations and allows for representing the models of distributed processes;
it provides a wide range of capabilities for formal representation of components of complex
processes [15].

The processes described in BPMN can be used to carry out both analytical and simulation
modeling with application of corresponding software environments. The basis of BPMN provides
not enough declared attributes to carry out analytical modeling. However, due to extensibility of the
BPMN, additional attributes important for the incremental and formal process planning, like estimation
start or end time for the task, can be added without losing backward compatibility with its runtime
environment. Recorded in BPMN complex process with all necessary additional attributes can be
executed in the earlier-developed application of analytical modeling based on dynamic interpretation
of the processes of carrying out the operations and distributing the resources of complex objects.

The advantage of an extension of the BPMN application area consists of considerable reduction
of labor intensity of basic data input while conducting analytical modeling of existing processes in
complex task solving. While speaking on specified advantages, it is necessary to mention, firstly,
that BPMN is focused on the simplification of data input and their visualization due to the availability
of graphic representation and a limited number of concepts. Secondly, many enterprises already
have processes described in this notation that simplify schedule development; and, consequently,
preparation of basic data for analytical modeling is limited to an introduction of some additional
concept attributes. Thirdly, the area of automatic creation of diagrams described in the form of a text
form is being developed [16]. For example, a number of works informing on successful implementation
of the method of creation of BPMN based on a sequence of actions description in the form of text are
known [17,18]. In addition, there appears a possibility to apply modern technologies of modeling
automation at all stages of complex modeling implementation.

Taking into account the described features of BPMN, it is proposed to use it for static simulation
of solving complex problems in a coalition of robots. A model built using BPMN will reflect the main
stages of solving a complex task by dividing it into simple subtasks, which will allow robots to be
selected for each of the subtasks in accordance with its description and equipment requirements
and resources for the solution. An example of a production process model in BPMN is presented in
Figure 3.

To fill the BPMN model with timestamps of the plan stages start and end, dynamic operation
planning should be used. The general technology of dynamic operational planning includes the
following stages: structural and parametric adaptation of planning models, and algorithms to
the past and present states of coalition and to the past and present states of the environment;
structure-functional synthesis of the main coalition elements; scheduling, simulation of possible
scenarios of coalition functioning according to the schedule, structural and parametric adaptation of
the schedule, models, and algorithms to future coalition states and environment states (predicted via
simulation models). The operation planning is based on the previous works [19,20].
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Figure 3. Fragment of the manufacturing process in BPMN.

4. Plan Execution Control

A diagram of the proposed information space with support for blockchain and smart contracts
is presented in Figure 4 [21]. In this scheme, there are two parts—physical and cyber environments.
The physical environment represents the components of the coalition and the parts of the environment,
which are physical objects, for example, robots, their components, physical resources, environmental
parameters, like temperature, pressure, humidity, etc. In the cyber environment, information
components are presented that are associated with control programs represented by intelligent agents
(Knowledge processors) united by smart space based on a “blackboard” concept. This approach
allows for combining robots with different characteristics from different manufacturers, described
using ontology.

Figure 4. Framework for robot coalition interaction.

Coalition formation is carried out on the basis of the use of information from the blackboard
and the capabilities of robots and the required functions for solving the problem using SWRL rules.
For example, the following rule (see Listing 1) is used to select robots located along the (x1, y1) and
(x2, y2) coordinates, one of which must be a quadcopter and the other a rover that is capable of
scanning the area and overcoming obstacles.
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Listing 1. Example of SWRL rules to select a quadcopter and a rover with defined requirements.

Device(?d2) ∧ Device(?d1) ∧ hasCoordinateX(?v1, ?vx1) ∧ hasCoordinateX(?v2, ?vx2) ∧
hasCoordinateY(?v1, ?vy1) ∧ hasCoordinateY(?v2, ?vy2) ∧ Perception(?p1) ∧
isQuadcopter(?d1, ?true) ∧ swrlb : equal(?vx1, ?vx2) ∧ swrlb : equal(?vy1, ?vy2) ∧
isRover(?d2, true) ∧ hasHeight(?p1, ?h1) ∧ hasPerception(?d1, ?p1) ∧ OvercomeObstacle(?a) ∧
hasCoordinates(?p1, ?v1) ∧ hasCoordinates(?p2, ?v2) → toPer f ormAnAction(?d2, ?a)

4.1. Blockchain Usage for Robot Coalition

The existing approach to ensuring the interoperability of components through the cloud-based
IoT platform with using ontologies was expanded by adding a distributed digital transaction ledger
based on blockchain technology to meet requirements for security, long-eternity, and information
unmutability (see Figure 4). Each knowledge processor is also available to interact with other
components through the use of the blockchain, which allows for tracking the current state of the
process in which it participates and updates the information about the part of the process for which
the relevant component is responsible.

The role of the blockchain in this approach is to control the allocation of resources necessary
for the joint solution of the problem and the storage of the history of actions of coalition members.
The architecture and mathematical models behind the blockchain allows for the immutability of records
and the rapid distribution of records among all coalition members. This allows minimizing the delays
between the stages of solving a complex task and ensuring the completeness of information on the
current status of the decision for all coalition members.

In the framework depicted in Figure 4, two groups of chains are distinguished within the
blockchain. The first one stores smart contracts, providing access to the history of their changes
to all participants. The second group stores tokenized resources [22]. Each resource corresponds to
a separate chain in which the entire distribution history is stored. This ensures the timely update of
information between all robots and the possibility of subsequent analysis of the process of solving the
problem, in order to increase the efficiency of resource use.

In addition to support consumables control in an industrial socio-cyberphysical system,
smart contracts can be used for other purposes. For example, they can act as a representative of
a certain component.

4.2. Smart Contracts for Execution Control

In platforms that implement blockchain technology, the capabilities of the ledger can be expanded
through the use of smart contracts [23]. The smart contract is defined as: “a set of promises, specified
in digital form, including protocols within which the parties perform on these promises” [24]. A smart
contract within blockchain technology can be viewed as a decentralized application available to all
participants of the blockchain. For implementation of additional protocols over an ordered list of
published statements, for example, ownership and transfer of consumables, it is necessary to keep
a certain state and track its change according to generally accepted rules in accordance with published
statements. State changes of coalition are reflected in the smart space by means of adding/deleting
relevant information. During the interaction between coalition participants through the IoT platform
with the blockchain support, all smart contacts can be called either directly through the provided
transaction initiation interface in the blockchain or using other smart contacts methods. To simplify
the use of custom protocols, the method of any contract should be called using the basic smart contract.
For this purpose, a basic smart contract was developed in the detachment, which provides support for
the following functions:



Information 2020, 11, 28 7 of 12

1. Schedule upload using XML format. It provides:

(a) Receiving an execution plan in XML.
(b) Parse it, extract the robots, tasks associated with robots, the order of execution, and the

timing of tasks.
(c) Generation entries from the blockchain from the extracted items. Each entry must contain

one task, which is described by the robot responsible for its execution and the start and
end dates of the execution.

(d) Send on the blackboard a notice of the start of execution.

2. Start the task. Accept a message from the robot about the start of the task, record the moment of
the real start of execution in the blockchain, verify with the planned one, and record the fact in
case of a strong deviation.

3. Completion of the task. Same as with the start—get notification, check correctness and write to
the ledger. In case of a strong deviation from the plan, write to the blockchain and notify others
about the failure of the plan through the blackboard.

The basic smart contract is available through the REST API so each robot can access the plan
without direct connection to the blockchain. In addition, a simple web page is available for a human
operator to check the coalition state and follow the process of joint task solving.

4.2.1. Dynamic Execution Adjustment

After receiving a scheduled task, the robot notifies the coalition of the start of its implementation,
by calling the main smart contract containing the processed schedule. At the end of the task, the robot
returns a signal of completion and the smart contract calls the other robots and environmental sensors
to confirm the completion of the task. The confirmation is based on the BFT consensus protocol over the
distributed ledger [25]. After confirming the completion of the task, information about the execution
time is entered in the registry. Three situations are possible here. The first one is ideal case, when all
processes continue as planned (see in Figure 5). In this case, the operation will just continue without
any changes. The second one is raised in case of some the robots are late with their response for some
reason. If the total time is different from the planned one, but not more than the allowed interval
(for example, the process manager can set the maximum deviation to one minute or some heuristic can
be used to estimate overall delay of joint problem solving), then the time of the remaining operations
is not recalculated and coalition just postpones all scheduled intervals for subtask solving based on
the value of delay. Otherwise, the third case is raised and the schedule must be recalculated for the
remaining operations.

Figure 5. Process for adjustment.
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4.2.2. Rescheduling

If the rules enshrined in the contract do not allow for a return to a previously planned schedule,
the rescheduling is required. The decision about rescheduling is made based on an analysis of
structure-dynamics control in a complex dynamic object that is the coalition in the paper. The control
is based on the analysis of how the current coalition status influences maps to the reachability area
calculated based on the initial state of coalition and task properties to be solved jointly [26]. To do this,
the main smart contract provides for a reassessment of the task execution time each time the status
for individual subtasks is updated. Such a situation may arise if the smart contract did not receive
confirmation of the completion of the task at the expected time point, taking into account the allowed
interval. This may be due, for example, to the physical failure of a robot. In this case, the smart contract
sends a notification to complete rescheduling of the process that starts with the formation of a new
coalition by replacing a robot with the same characteristics or by a group of robots that satisfy the task
requirements and then a new schedule is calculated. A diagram of the action for rescheduling the plan
is presented in Figure 6.

Figure 6. Process for rescheduling.

5. Results

This section presents an example of a schedule file generated from a BPMN diagram (see Listing 2).
It reflects the main operations performed to solve a common task. For each operation, the estimated
start and end time is shown as well as the required resource for task solving. To solve the problem
in a complex manner, the quality metrics are determined, related to the execution time and energy
consumption (i.e., minimal energy consumption of whole coalition or minimal execution time [27]).

The resulting file is transferred to the smart contract on the Hyperledger Fabric platform, which is
parsed by the main smart contract in the blockchain in the following way:

1. The schedule object is a task. Combines processes, quality indicators, and resources. There are no
special properties and identifiers.

2. Array of processes. Each process contains its own identifier and an array of operations.
3. Each operation in the array contains an identifier, name, priority, a link to the involved resource,

and several possible moments of the beginning and end of the operation.
4. An array of quality indicators, contains Pki objects. Each such object has an identifier and

property generalized, weight, name, and value.
5. Array of resources. Each resource contains an identifier (it is accessed from the operation,

see above) and worktime.
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Listing 2. Example of BPMN file for the coalition process description.

<spy:schedule>
<spy:processes>

<spy:Process id="1">
<spy:operations>

<spy:Operation id="1">
<spy:name>Transfer to line #3</spy:name>
<spy:priority>0.3254</spy:priority>
<spy:resource>RS_2</spy:resource>
<spy:start>

<spy:StartTime intensity="5">12</spy:StartTime>
<spy:StartTime intensity="3">24</spy:StartTime>

</spy:start>
<spy:end>

<spy:EndTime>15</spy:EndTime>
<spy:EndTime>25</spy:EndTime>

</spy:end>
</spy:Operation>
....

</spy:operations>
</spy:Process>
....

</spy:processes>
<spy:quality>

<spy:Pki id="J1" generalized="False">
<spy:weight>0.8</spy:weight>
<spy:name>Energy consumption</spy:name>
<spy:val>321</spy:val>

</spy:Pki>
<spy:Pki id="J2" generalized="False">

<spy:weight>0.2</spy:weight>
<spy:name>Time consumption</spy:name>
<spy:val>31</spy:val>

</spy:Pki>
</spy:quality>
<spy:resources>

<spy:Resource id="RS_2">
<spy:worktime>12</spy:worktime>

</spy:Resource>
<spy:Resource id="RS_3">

<spy:worktime>16</spy:worktime>
</spy:Resource>

</spy:resources>
</spy:schedule>

All information about operations is recorded in contracts that track execution time. They are
launched by the Hyperledger platform automatically upon the occurrence of an event (specified time)
or by invoking by a robot after a task is finished. The work of the contract ensures the continuation of
the plan or its adjustment.

6. Discussion

The result obtained in this paper can be used as the basis for organizing the process of joint
problem solving by a coalition of robots. The plan for the problem solving is built on the basis of
BPMN notation that allows for moving from a visual description of the process to real steps, using
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an analysis of the graph of possible solutions, in which a path is selected that corresponds to a solution
that satisfies the conditions of the problem (for example, taking into account energy and resource
constraints). The constructed plan contains a distribution of coalition members and time stamps for
which individual stages of the plan should be resolved. Transferring the plan to smart contracts will
allow all coalition members to have access to the list of tasks and to monitor the implementation of the
plan through joint efforts.

This solution in the current form still has a number of disadvantages associated with the
limitations of calculating a plan that satisfies the conditions of the problem being solved jointly
and using a distributed ledger. The limitation of calculating the plan is due to the difficulty of finding
the path in the graph, since the number of coalition participants, the number of stages and possible
transition paths between stages can form a graph of a rather complex structure. Finding the shortest
path in such a column will take considerable time, which makes it impossible to frequently recalculate
the solution plan.

The restriction on the use of a distributed ledger is associated with the computational complexity
of the task that needs to be solved for making an entry in the ledger and matching this entry between all
coalition members. Many robotic systems, due to size limitations, cannot carry a sufficiently powerful
computing device on board, which imposes a significant restriction on their participation in the
formation of blocks for a distributed ledger. This problem can be solved using the complex structure
of a distributed ledger, for example, as in Hyperledger Fabric, in which weak devices are only data
providers, and the whole calculation is performed on more powerful devices. All the shortcomings
presented here are considered as a direction for further work.

7. Materials and Methods

The computer codes used to derive the results in this paper can be found as open access on [28].
The repository contains contract code on Go language for Hyperledger Fabric platform and example
of project BPMN and JSON files.

8. Conclusions

The paper presents an approach that allows for tracking the process of forming a coalition of
robots and solving complex tasks by them. The proposed approach is based on the use of blockchain
and smart contracts. This allows for closing several issues at once, traditionally solved by a whole set
of architectural solutions, providing a secure repository of tasks, tracking the current status of solving
a common task, automatically detecting deviations from the plan, and forming control actions on the
coalition structure when deviations from the execution plan are detected.

In the future, it is planned to use dynamic process models for analyzing the attainability of
solving a task by a coalition of robots at the appointed time. This will allow for getting away from
the fixed threshold, after which a complete rescheduling of the solution of the problem with the
formation of a new coalition is required. In addition, the case study implementation for various kinds
of rescheduling scenarios is planned for the nearest future and the results will be available in open
access through the gitlab project referenced earlier.
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