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Abstract: Image aesthetic evaluation refers to the subjective aesthetic evaluation of images.
Computational aesthetics has been widely concerned due to the limitations of subjective evaluation.
Aiming at the problem that the existing evaluation methods of image aesthetic quality only extract
the low-level features of images and they have a low correlation with human subjective perception,
this paper proposes an aesthetic evaluation model based on latent semantic features. The aesthetic
features of images are extracted by superpixel segmentation that is based on weighted density
POI (Point of Interest), which includes semantic features, texture features, and color features.
These features are mapped to feature words by LLC (Locality-constrained Linear Coding) and,
furthermore, latent semantic features are extracted using the LDA (Latent Dirichlet Allocation).
Finally, the SVM classifier is used to establish the classification prediction model of image aesthetics.
The experimental results on the AVA dataset show that the feature coding based on latent semantics
proposed in this paper improves the adaptability of the image aesthetic prediction model, and the
correlation with human subjective perception reaches 83.75%.

Keywords: Image aesthetics assessment; density weighted Point of Interest; local constraint linear
coding; latent semantic feature

1. Introduction

With the development of mobile internet technology, there are millions of online pictures uploaded
and shared every day. Additionally, the need for automatic management of large-scale image datasets is
growing [1]. People like to collect and save high-quality pictures [2]. In recent years, the image quality
assessment from the aesthetic point of view has received extensive attention [3-7]. An automatic
assessment of image aesthetics [8] has been widely used in image retrieval [9], image cropping and
repair [10,11], visual design [12,13], and so on.

However, in the field of computer vision and image processing, it is a very challenging task
to automatically realize the image quality by machines. There are no uniform measurement and
assessment rules for the aesthetic assessment of images, and it is very subjective to judge whether a
picture has high aesthetics perception or not, because each person’s experience and the accumulation of
aesthetic experience is different, and the judgment for the same picture is different. Computable aesthetic
assessment is currently the main research method, and its research purpose is to enable computers to
automatically perform quantitative analysis, calculation, and assessment of images. Researchers have
established preliminary aesthetic assessment frameworks and standards, such as the composition rules
in photography art and the theory of color application in painting, through the understanding and
researching of image aesthetics. Although people’s judgments on aesthetics have subjective factors,
human aesthetic experience and habits have some common characteristics, which provide direction
for researchers to use machine learning methods to simulate human aesthetic perception to make
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aesthetic decisions. Additionally, using the method of machine learning, through training and learning,
the evaluation model of image aesthetics can be established, and the machine can automatically
evaluate the aesthetic value of image and make the aesthetic evaluation similar to human beings.

This paper proposes a new aesthetic assessment model. Firstly, the image aesthetic features are
extracted, which include semantic features, texture features, color features, and the extracted features
are adaptively weighted according to the density of POIs (Point of Interest) in the image superpixel
block. Subsequently, two coding schemes are performed on the extracted features: the first scheme
is the LLC coding, which encodes the extracted features into semantic features containing image
aesthetic information; the second scheme is to further quantize the extracted features, map them into
feature words, and utilize the LDA (Latent Dirichlet Allocation) model [14] to extract the common
features of aesthetic images—latent semantic features; finally, in the AVA dataset [15], the machine
learning algorithm is used to perform the feature combination optimization, and the optimal aesthetic
evaluation classification model is obtained.

The main contribution of this paper are as follows:

(1)  The superpixel block algorithm that is based on the weighted density of POl is designed to extract
local handcraft features of the image. The spatial information loss and the feature dimension are
both dramatically reduced, due to introducing spatial attributes. Additionally, the density of POI
measures the complexity of local areas. It increases the relationship between image features and
aesthetic complexity attributes.

(2) The aesthetic features are coded by visual word and then mapped into multiple semantic
documents. Additionally, the indescribable aesthetic information is mined through the feature
documents. The combination of invisible latent semantic features and visible semantic features
greatly improves the classification effect of image aesthetics.

The rest of this paper is organized, as follows: The Section 2 reviews the related work. The proposed
aesthetic assessment models are introduced in the Section 3. The Section 4 is comprehensive experiments.
The Section 5 concludes this article.

2. Related Work

Image aesthetic has been studied for years, and a large number of aesthetic assessment methods
have been reported in the literature. This section will focus on prior representative works.

2.1. Feature-Based Approach

In the early assessment of image aesthetics, the researchers focused on how to extract more
effective manual features. For this reason, other fields or user-defined rules were introduced as aesthetic
assessment criteria, including the aesthetic rules in the fields of photography and painting [16], rules that
are based on human visual attention mechanisms [17], color harmony rules [18], content-aware retargeted
rule bases on the structural similarity index [19], etc., and then the machine learning methods are
used to perform high aesthetic perception and low aesthetic perception, such as two-category or
aesthetic score prediction on the image. Datta [20] was the first researcher to propose extracting the
low-level features and high-level features related to the aesthetics of the image, and SVM is used to
classify these features. Obrador [21] explored the role of low-level composition features in image
aesthetic classification, while using simpleness and visual balance to construct an image aesthetic
classifier. Luo [16] proposed evaluating the aesthetic quality of photos based on the regional and global
features of the content and the main body of the image that is most concerned by the human eye.
The evaluation results depend on the image content and the extracted subject region. Starting from the
characteristics, Wang [3] proposed a comprehensive feature set of a total of 86-dimensional features,
including 16 new features and 70 proven effective features. Through machine learning, the classification
accuracy rate reached 82.4%. Aesthetic assessment is subjective and difficult accurately model and
quantify in engineering because the image aesthetics are ever-changing. Therefore, manual features
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often have an insufficient representation of aesthetic information, and it is difficult to fully express the
aesthetics of images, but it is an approximate representation of aesthetic rules. Liu [22] proposed a
novel semi-supervised deep active learning (SDAL) algorithm, which discovers how humans perceive
semantically important regions from a large number of images partially assigned with contaminated
tags. Zhang [23] proposed a Gated Peripheral-Foveal Convolutional Neural Network (GPF-CNN). It is
a dedicated double-subnet neural network, i.e. a peripheral subnet and a foveal subnet. The former
aims to mimic the functions of peripheral vision in order to encode the holistic information and provide
the attended regions. The latter aims to extract fine-grained features in these key regions.

2.2. Methods Based on Color Distribution

Although some researchers have proposed different image aesthetic assessment models and
frameworks, it is still a very challenging task to calculate the aesthetic assessment of images.
Some researchers have proposed to use the color harmony model to evaluate images aesthetic
to overcome problems of traditional manual features, according to the color distribution of images.
Nishiyama [24] proposed a block-level color harmony model to extract color distribution features
in a single color channel, and the recognition accuracy on the DPChallenge dataset is close to 66%.
Lu [4] proposes using the EL-LDA (Extend Labelled-Latent Dirichlet Allocation) model to mine the
color usage rules in the image. The accuracy of aesthetic assessment is higher than those models based
on color harmony. The EL-LDA algorithm still focuses on the color distribution, which tries to explore
the color combination rules of aesthetic images. Marchesotti [25] proposed classifying image aesthetic
by using the general feature descriptors of images. The general feature descriptors are mainly used in
the multi-classification field of object recognition, and the lack of explanatory and expansiveness in
the field of aesthetic assessment. Guo [5] used the SIFT (Scale-invariant Feature TFransform) dense
sampling feature descriptor [26] and LLC [27] to perform image semantic feature representation.
Guo’s method solved the problem of accurate aesthetic assessment when subject area extraction fails
by combining manual features and semantic features to assess image aesthetic quality. It is proven that
semantic features can improve the performance of image aesthetic assessment. However, the semantic
feature dimension is too high, and the interpretation of aesthetic assessment is lacking. It is difficult to
realize the real-time assessment of aesthetic images.

3. Method Formulation

This section might be divided by subheadings. It should provide a concise and precise description
of the experimental results, their interpretation, as well as the experimental conclusions that can
be drawn.

3.1. Image Aesthetic Assessment Framework Based on Latent Semantic Features

It can improve the predictive ability of aesthetic assessment by the probability model—Latent
Dirichlet Allocation Model [14]—mining the common features between different images from the image
aesthetic database, as a generalized feature descriptor of aesthetic assessment. The generalized feature
descriptor of the extracted image [25] helps to improve the subjective perception correlation between
the aesthetic assessment model of computable images and human beings, given the different emphasis
of human subjective evaluation. Mapping and coding representation of extracted image features can
effectively characterize image information and be used for aesthetic assessment in machine learning [28].
This paper designs an aesthetic assessment framework, as shown in Figure 1, which consists of four
modules, namely weighted feature extraction, feature mapping coding, semantic feature, latent semantic
feature extraction, and classification identification, in order to capture the latent semantic features in
image aesthetics and combine the re-encoding semantic features for aesthetic assessment.
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Figure 1. Flow chart of the proposed aesthetic assessment method.

The image segmentation method is the first step for preprocessing in this paper. There are serval
methods for image segmentation, such as superpixel segmentation methods [29,30], watershed segmentation
methods [31,32], and active contour methods [33,34]. Superpixel segmentation [35] is to divide adjacent
pixels into irregular pixel blocks according to features, such as texture, color, and brightness.
When compared to simple mesh sampling, superpixel partitioning is more practical. In this framework,
first, the superpixel segmentation algorithm SLIC (Simple Linear Iterative Clustering) is used to
segment the input image [35] into superpixel blocks. The POl is extracted according to the SIFT, SUREF,
or ORB algorithms, and the number of POI in the superpixel block is counted, and the point density
processing is performed on the superpixel block. Seven kinds of manual features are extracted on
the superpixel block, respectively, which include HSV(Hue, Saturation, Value) color histogram [36],
color distance [3], Tamura texture features [37], LBP(Local Binary Pattern) features, Gabor features [37],
GLCM (Gray Level Co-occurrence Matrix) features [37], and superpixel centroids descriptor to form
visual vocabularies as aesthetic features of the image, according to the visual word bag model [28].

Subsequently, the semantic aesthetics features are acquired by encoding the extracted image
aesthetic features using LLC code. The following operations are carried out in this paper in order to
capture the aesthetic characteristic law of images: quantifying the extracted features, obtaining feature
vocabulary documents through feature mapping coding, training LDA models, and mining potential
topic vocabularies. Besides, latent semantic features are extracted by the similarity between feature
documents and topic vocabularies.

Finally, during the process of image aesthetic classification assessment, this paper uses a support
vector machine (SVM) [38] to train and test images in the AVA dataset [15], and the latent semantic
features and different semantic features were combined for aesthetic score prediction.

3.2. Feature Extraction

This paper selects seven kinds of handcraft features of the image in order to fully reflect the
characteristics of the image. Additionally, it extracts the aesthetics feature of the image using the local
feature descriptor based on superpixel segmentation. The feature is extracted by simulating the process
of image document representation to form a computable aesthetic assessment feature, and quantizing
statistical encoding the image in order to obtain a feature set.
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3.2.1. Superpixel Segmentation Based on Density Weighted POI

Image complexity is an important reference in image aesthetic assessment. The density of POI
in images is taken as an important measure of complex local features, according to the principle of
POI detection. Since the density of POI depends on the size of the partial block, in order to more
reasonably represent the image features by block, this paper selects the SLIC algorithm to superpixel
segmentation of the image and divides the image into irregular small blocks according to the similarity
between pixels. The SIFT, SURF, and ORB algorithms are used to detect POI and count the number of
POl in each block. According to Equation (1), the density of POI M, of the ith superpixel block 6; of

the image is calculated.

Ms, = L Z Ny, 1)

" Ns,
% ¢ (SIFT,SURF,ORB)

where N;. indicates the area of the superpixel block and n,, indicates that the number of POI in a
superpixel block, which is extracted by different methods, such as SIFT, SURF and ORB.

Set threshold T, when M;, < T, the weight of the superpixel block is 0, that is, there is no or
fewer POI within superpixel block, indicating that the superpixel block is the background, and the
extracted features have little effect on the aesthetic assessment. When M;, > T, it indicates that the
background information in the block is sufficiently complex, which is largely the focus of attention of
the human eye, directly affecting people’s assessment of image aesthetics. Accordingly, it gives greater
weight to the superpixel block, highlighting the importance of this area. Superpixel block weight W;
is calculated as follows:

W, = {0 UMy <T @
1+ M, lfM(sl. >T

Here we set T as mean of M, which is the optimal value according to a lot of experiments.

3.2.2. Superpixel Block Centroid Feature Descriptor

This paper uses SIFT, SURF, and ORB to extract feature descriptors, which can represent the
semantic features of the image from different angles. Inspired by [5], we use the SIFT dense sampling
feature descriptor to extract the semantic features of the image. In order to generalize the feature
descriptor, the extracted feature descriptors are normalized.

Using the centroid position of the superpixel block, the centroid feature descriptor of each
superpixel block is extracted. According to the SIFT descriptor, the centroid of each superpixel block
is extracted as a POI to extract the texture feature descriptor in the region of U X U. The centroid
calculation method for each superpixel block is as follows:

B ZXXI(x’y) € 0;

i Zl(x,y) € 61'
Z Yy X I(x,y) € 0; (3)

]/51- o Zl(x’y) € 6,‘

Xs

where x;. is the x axis coordinates of the ith superpixel block, ys. is y axis coordinates of the ith
superpixel block. I, ) € 6; is the pixel inside 6; in the image I and its value is 1 if it is inside of §;.
Otherwise, its value is 0.

3.2.3. The Color Texture Feature Descriptor

The color feature and texture feature are extracted in superpixel blocks, respectively. The color
texture feature descriptor is used to represent the aesthetic information of the image. The HSV color
distance feature [3] and the color histogram feature [30] are used as color feature information of image
aesthetics. In this paper, the color feature descriptors are extracted for each superpixel block and
weighted according to the density of the detected POI while extracting the color features of the whole
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image. When calculating texture feature descriptors, the superpixel segmentation is performed on
Tamura texture features, LBP texture features, Gabor wavelet transforms texture features, and GLCM.
The centroid of the superpixel block is taken as the center of the circle, and R is taken as the radius,
and the texture feature in the external rectangle of the circle is used to approximate the texture feature
of the superpixel block in order to calculate the Gabor feature and the gray level co-occurrence matrix
feature in the irregular superpixel block. The pixel block (see Figure 2b) can be determined by the
superpixel block (see Figure 2a) to perform image segmentation, and the local Gabor feature and local
gray level co-occurrence matrix are extracted.

Figure 2. Gabor features and gray level co-occurrence matrix features extraction in superpixel blocks,
(a) superpixel block diagram, and (b) centroid circle circumscribed rectangle of superpixel block.

3.3. Feature Mapping Coding

It is needed to map and encode the feature set extracted from each image in order to quantify
the aesthetic features of an image. The mapping and encoding process is a further abstraction and
general representation of the image features, enabling the machine to better understand the subjective
and complex classification tasks of aesthetic assessment. Through feature mapping and encoding,
the semantic features and latent semantic features are extracted, respectively.

3.3.1. Semantic Features

Semantic feature coding models, such as BOW [28], LLC [27], and so on, are widely used in
pattern recognition models. This paper uses the LLC model to encode the feature descriptors. The LLC
model improves the hard coding scheme in the bow model, which can better capture the difference
information among different images, and the identification accuracy is higher than the BOW model.

The LLC coding is directly related to the dictionary codebook size of the feature vocabulary and it
is obtained by the K-Means clustering method. In this paper, according to the feature descriptor D,
the number of clusters is selected in order to improve the coding effect. K-means that the clustering
method generally uses the Elbow Method to select the appropriate number of clusters. For convenience,
the following method is used to select the number of clusters similar to the Elbow Method because the
size of the feature descriptor set is different in magnitude.

2048 if Np >1x107
1024 if 1x10° < Np <1x107
512 if 1x10° < Np <1x10°
256 if Np <1x10°

Km = 4)

where Np represents the size of the feature descriptor D. All of the feature descriptors are encoded
into corresponding semantic features by LLC coding.
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3.3.2. Feature Mapping Coding

The feature descriptors are quantized into words by feature mapping coding to form a
multi-semantic document of the image. Here, the feature descriptors of different dimensions are
integrated to mine the latent semantic rules of image aesthetic features, capture common information
in feature documents, and perform word mapping and encoding quantization on feature descriptors.

First, the extracted feature descriptors are uniquely numbered, and the feature numbers and
feature code contents are distinguished by specific characters. When considering that the feature
vector extraction methods are different, the representative meanings are different. A feature prefix
is added in front of each feature word to distinguish the feature words in order to distinguish the
feature types represented by the words. The feature prefix is composed of the feature number and
specific characters.

Subsequently, the character representation of the quantization interval is defined, and the number
of characters is consistent with the number of quantization intervals. For feature vectors, there are
many cases of eigenvalues in each dimension, which is not conducive to statistics. When the accuracy
is preserved as much as possible, the eigenvalues are quantized into M intervals. The intervals are
respectively represented by specific symbols. The spatial mapping method is used for converting
the feature vectors into words for subsequent word frequency statistics and similarity calculation.
The specific mapping methods are as follows:

Cidx = ceil ( X M) ®)

x
max(X)
where Cidx represents a character index, ceil(x) is to the round-up function, and M is the number of
characters in the quantify interval. X represents a feature vector, and x represents the eigenvalue of the
feature vector.

After the feature is quantized into a word, if the length of the feature word is too long, it is not
conducive to statistical word frequency, mining semantic information, and the feature vector has
consecutive zero values or consecutive identical feature values. The encoding method of feature words
is further improved, and the feature vector is reduced in dimension, in order to solve these problems.
This paper uses the OTSU algorithm to compress and encode long feature words.

Using the OTSU algorithm for reference, the eigenvalues of the feature vector are considered to
contribute to the semantic coding representation component or the meaningless component. The OTSU
algorithm determines the segmentation threshold in the feature vector. The eigenvalues larger than the
threshold are encoded, and the less than the threshold is not encoded. The improved coding method is
as follows:

Cidx = ceil(——LOTSU_  pp) )
max(X) - Torsu
Among them Torgy; is the threshold of the feature vector determined by the OTSU algorithm.
Finally, the feature descriptor is transformed into a feature word document according to the
dimension of the feature vector.

3.3.3. Latent Semantic Features

LDA is a document topic generation model. In the field of data mining and information retrieval,
LDA is widely used to mine the relevance of document semantic topics and find the most relevant set of
the first N topic words by means of probability from large to small in an unsupervised manner. In the
LDA model framework, each document is considered to consist of a probability distribution of a set of
subject words, and each subject word is composed of a polynomial probability distribution of words in
the vocabulary set. In this paper, the image feature descriptors are regarded as feature words with
aesthetic information, and the potential semantic relations of these words, that is, the co-occurrence of
features, are found, and the aesthetic features are evaluated as being latent semantic features.
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The LDA algorithm trains the co-occurrence rules and the distribution rules of potential subject
words in the learning feature set, and then the latent semantic features in the multi-semantic feature
document are extracted according to the distribution of the topic words. For the potential keywords
mined, the similarity between the feature vocabulary of each image and the potential topic vocabulary
is calculated, and the latent semantic feature vector of the image is obtained. The feature vector is
determined by the potential topic word. In particular, all of the feature word conversions in the training
and testing process follow a fixed set of mapping and encoding rules to ensure that the resulting latent
semantic features are consistent.

After the feature set document is obtained, the potential semantic subject words are found by
the LDA algorithm. The LDA algorithm has two key parameters: the number of subject words N
and the number of topic content words K, that is, selected by the LDA algorithm N group subject
vocabulary, each group has K feature words. The latent semantic features are obtained by statistically
comparing the similarity between the feature words and topic vocabulary in the image semantic
document. The similarity of words is measured by the Hamming distance, and a threshold is set t,
less than t, then these words are considered to be similar, and the latent semantic feature extraction is
as shown in Equation (7).

cout(Ny) Ny,
Fipa = W ; ]_Zl Vfij € Tf s.t. Humdzst(VTf, Vf) <t (7)

where cout(Ny) is the number of kinds of feature vectors, sum(Ny) represents the total number of
characteristic words of the feature document corresponding to each image, and Hamdist(VTy, V)
represents the Hamming distance between any subject vocabulary and feature words.

3.3.4. Assessment Model

Image aesthetic assessment is regarded as a machine learning problem. The process of machine
learning is based on the process of how image features match the aesthetic image type and it then gives
the probability of aesthetic classification prediction [39]. This paper uses the SVM classifier with kernel
function RBF to establish an image aesthetic classification prediction model.

Find the optimal hyperparameter of SVM classifier by grid search method c (penalty factor,
the tolerance for error) and vy (after selecting the RBF function as the kernel, a parameter that
comes with the function). After selecting the optimal parameters and using them as parameters in
cross-validation, this paper chooses to use ten times cross-validation to train the proposed model.
During the training, the distribution of the training samples is randomly disturbed, so that the number
of positive and negative samples in the sample set of each training is approximately 1:1, which avoids
over-fitting during training in order to improve the generalization ability of the model.

The latent semantic features are features based on potential subject terms that are mined by
LDA. According to unsupervised modelling of potential color harmony features based on GMM
(Gaussian mixture model) [4], this paper carries out GMM training modelling on the latent semantic
feature distribution, through the latent semantic features in the high and low aesthetic theme,
the probability likelihood ratio of the word model is used to classify the image.

4. Experiment Database Settings

The software platform developed by the system is as follows: the operating system is Windows 7;
using Visual Studio 2013 development tools for image feature extraction, cluster analysis, and parameter
optimization, MATLAB R2014a is used for training classification experiments and ROC curve drawing.
The development process used the OpenCV2.4.11 development kit and LIBSVM3.22 development kit.
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4.1. Feature Extraction

The experimental database selected 6293 images from the AVA dataset as the training test set to
find the optimal parameters of the experiment and the best classification accuracy in order to evaluate
the effectiveness of the proposed method. Literature [14] provided a web download link to the AVA
database, and a total of 255,348 images were collected. Each image is scored by more than 100 users.
The score ranges from 1 to 10. The users who score the images come from different groups in different
fields. They are not restricted by gender, age, and profession, ensuring the objectivity and importance
of the ratings. The average score of each image is selected as the last image aesthetic score, and the
score shift represents an increase in the beauty of the image, so it has an important guiding value in the
field of image aesthetic evaluation. Figure 3 shows parts of the database pictures. The picture contains
buildings, characters, animals, plants, landscapes, etc. The dataset is rich in content and representative.

s98ew| $2139Y3say MO

B [ C ST
B S R R

Figure 3. Images of high and low aesthetics quality.
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We also conducted experiments on the Photo.net dataset in order to compare with other
methods [39]. The Photo.net dataset is collected from www.photo.net. It consists of 20,278 images,
but only 17,200 images have aesthetic label distribution. The distribution (counts) of aesthetics ratings
is from one to seven.

This paper selects 10% data from both ends of the AVA dataset, and then takes the [4.5, 6.5]
interval as the boundary, takes the datasets on both sides, selects 2000 high and low-quality images
to train the model, and fully considers the selection process. Sample categories make the sample
categories as uniform as possible. Then, a total of 2,492 images of 1,286 high-sensitivity images and
1,206 low-featured images were randomly selected from the remaining samples to test the model.
In the end, from the 255,348 images that were collected, a total of 6,293 high and low aesthetic images
were selected for experiments.

4.2. Experimental Steps

The image is subjected to superpixel segmentation and block processing by the SLIC algorithm to
obtain a class label for each small block. Subsequently, the detection of POI is performed on the image,
and the class label determines the superpixel block where POl is located. Afterwards, the superpixel
block is weighted according to the distribution of the POI, and then the weighted local feature descriptor
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is extracted. K-means clustering is performed on the training set images to obtain a codebook dictionary
set B of the feature set, and LLC encoding is performed according to the codebook dictionary B, and the
semantic features of the image are obtained. Subsequently, according to the mapping and encoding
rule presented in Section 3, the feature vector is converted into a word, and the latent topic word
clustering is performed on the high and low aesthetic pictures by the LDA algorithm, and potential
semantic features are extracted based on potential subject terms. This paper uses the ROC curve to
evaluate the aesthetic assessment ability of latent semantic features and semantic features in order to
evaluate the experimental performance.

We conducted experiments on different parameters in order to analyze the experimental
performance. The parameters include the number of superpixel blocks, the K parameter size of
local constraint coding, the codebook quantization size, and the potential subject size. We find the
approximate optimal parameters through the grid search method, and the initial value of those
parameters are listed in Table 1.

Table 1. Initial parameter setting.

Feature Space (GMM) Feature Space (SVM)
Parameters
LDA LLC (Descriptors) SLIC (Local) LDA  LLC (Descriptors) SLIC (Local)

SLIC-count 300 300 300 300 300 300
Codebook-K 1024 1024 1024 1024 1024 1024
Topic-K 256 N/A N/A 256 N/A N/A
Topic size 64 N/A N/A 64 N/A N/A
Kernel-N 8 8 8 N/A N/A N/A

4.3. Parameter Analysis

Based on the initialization parameters, the accuracy is experimentally calculated. Table 2 shows
the influence of the Gaussian kernel number parameter of the GMM model on the experimental results.
From Table 2, the best Gaussian kernel number is 8 (marked in bold), and the highest accuracy is 69.07%.
Through the training and classification test of latent semantic features, it can be found that the number
of Gaussian kernels is highly correlated with the number of subject words and the size of the subject
words. Subsequently, experiment with different superpixel partitioning block numbers, codebook
size, several subject words, and number of words included in the subject words, select the optimal
parameters, and use the SVM classifier for the training model, and select both RBF and Line kernel
function. In the RBF kernel function, the optimal transcendental parameters are obtained through grid
search c and y. Table 3, Table 4, and Table 5, respectively, show the experimental results. For the SVM
classifier, the super optimal parameters are used for different classification features with y preferred.
For the GMM algorithm, regularization parameters that correspond to different potential subject terms
are also optimized.

Table 2. AVE(Average accuracy) in different Gaussian mixture models.

LDA Feature Space (GMM)
128-64 256-64 256-128 512-64 512-128

Kernel Number

4 0.6522 0.5074 0.5688 0.5323 0.6454
8 0.6807 0.6907 0.6338 0.5969 0.6805
16 0.6366 0.6009 0.5864 0.5227 0.6402
32 0.6221 0.6374 0.6783 0.5351 0.5949

64 0.6322 0.5022 0.6506 0.5748 0.5608
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Table 3. AVE in different superpixel blocks.

SLIC Feature Space (SVM-RBF)

SLIC-Count
ColorDistance HSV LBP Gabor Tamura SLIC-CWD
100 0.6338 0.6919 0.7525 0.7284 0.6450 0.6346
200 0.6478 0.7012 0.7834 0.7521 0.6623 0.6739
300 0.6590 0.6992 0.7838 0.7525 0.6839 0.6671
400 0.6450 0.7024 0.7942 0.7529 0.6903 0.6651

For the parameters of the superpixel block, Table 3 shows the experimental results. The trend is
that the larger the number of superpixel blocks, the better, but it will slow down the processing speed
of the algorithm. Through Table 3, it can be found that the accuracy rate has little change among the
number of superpixel blocks in 200, 300, 400, and, finally, the number of blocks of 300 is selected for
subsequent experimental parameter analysis. Table 4 shows the AVEs in different sizes of the codebook.
Under different features, the codebook size corresponding to the optimal accuracy is oscillated in
the range of 1024 and 1536. Although the best accuracy is obtained when the codebook size is 1536,
when the codebook size is 1024, the optimal accuracy rate is the most, and the accuracy of the dense
feature is similar to that obtained at 1536. This paper chooses 1024 as the optimal parameter for the
codebook size experiments to deal with the problem of the time efficiency.

Table 4. AVE in different codebook sizes.

Feature Space (SVM-RBF)

Codebook-K
Dense SIFT WSIFT SURF WSURF ORB WORB
256 0.7545 0.6963 0.7076 0.6767  0.7084 0.5812 0.6502
512 0.7722 0.6959 0.7072 0.6747 0.7188 0.5913 0.6639
1024 0.7846  0.7208 0.7236 0.6927  0.7304 0.6053 0.6683
1536 0.7938 0.7196 0.7172 0.7092 0.7329 0.5820 0.6635
2048 0.7890 0.7202 0.7200 0.7020 0.7272 0.5880 0.6602

Table 5 shows the experimental results for the subject word size. When compared with the GMM
algorithm and the SVM algorithm, the classification accuracy under the GMM algorithm is generally
higher than the SVM algorithm, and when the number of subject words is 256 and the number of
subject words is 64, the best result is 69.07%.

Table 5. AVE in different subject headings.

Topic Size 64 Topic Size 128
Topic-K
GMM SVM (Line) GMM SVM (Line)
128 0.6807 0.6193 N/A N/A
256 0.6907 0.6740 0.6783 0.6782
512 0.5969 0.6414 0.6805 0.6455

Under the optimal parameters of the SVM classifier, the results of the recognition accuracy after
the single feature and all of the features are connected in series are shown in Table 6. Among them,
the Dense-SIFT descriptor, the SLIC-LBP descriptor, the SLIC-Gabor descriptor, and the LDA latent
semantic feature descriptor have a higher recognition rate. The accuracy of all features after
concatenation is the highest, which is 84.28%, but the feature dimension very high. In this paper, the
latent semantic features of LDA and other semantic features are concatenated and tested in order to
find a better combination of features, verify the hypothesis proposed in this paper, and ensure that the
feature dimension is not high. Table 7 shows the experimental results.
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Table 6. Feature classification results.

Ave
Feature
Ave High Low

Dense-SIFT 0.7938 0.8033 0.7838
SIFT 0.7252  0.7411 0.7084
SURF 0.7333  0.7659  0.6984
SLIC-CWD 0.6558 0.6851  0.6247
HSV 0.6073 0.6159  0.5982
SLIC-HSV 0.7084 0.7053 0.7117
Color Distance 0.5945 0.6330 0.5534
SLIC-Color Distance  0.6843  0.6944 0.6736
Global Texture 0.7060 0.7084 0.7034
Tamura 0.5913 0.6244  0.5559
SLIC-Tamura 0.7100 0.7084 0.7117
LBP 0.6871 0.7356  0.6355
SLIC-LBP 0.7874  0.7939  0.7804
Gabor 0.6835 0.7084 0.6570
SLIC-Gabor 0.7898 0.8017 0.7771
GLCM 0.6033  0.6011  0.6056
SLIC-GLCM 0.5263 0.5583  0.4921
LDA 0.7930 0.7986 0.7871
All features 0.8428 0.8507  0.8343

Table 7. Combination of latent semantic features.

Feature Dimension Ave
SIFT 256 + 1024 0.8151
SURF 256 + 1024 0.8103
ORB 256 + 512 0.7926

SLIC-CWD 256 + 512 0.7882
HSV 256 + 64 0.8043
SLIC-HSV 256 + 512 0.8151
Color Distance 256 + 64 0.7906
SLIC-Color Distance 256 + 512 0.7942
Global Texture 256 + 64 0.8171
Tamura 256 + 64 0.7926
SLIC-Tamura 256 + 512 0.8010
LBP 256 + 64 0.8151
SLIC-LBP 256 + 512 0.8351
Gabor 256 + 64 0.8067
SLIC-Gabor 256 + 512 0.8379
GLCM 256 + 64 0.7874
SLIC-GLCM 256 + 512 0.7830

It can be found from Table 7 that all of the semantic features are concatenated with the latent
semantic features, the recognition rate is greatly improved, the average accuracy is about 80%, and the
highest recognition rate is 83.75%. After the combination of the SLIC-LBP feature descriptor and
SLIC-Gabor feature description, the recognition accuracy can be equal to the recognition result of all
features concatenated. After combining with the LBP feature descriptor and Gabor feature descriptor,
the recognition accuracy is greatly improved. After the global texture features are combined, the average
accuracy rate is 81.71%, but the feature dimension is only 320 dimensions. It is proven that the LDA
feature that is proposed in this paper is effective, indicating that in the aesthetic assessment classification
experiment, the combination of latent semantic features and semantic features can carry out image
aesthetic assessment.
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4.4. System Analysis and Comparison

In this section, the performance of the aesthetic assessment model that is based on latent semantic
features proposed in this paper will be analyzed and compared with other aesthetic assessment models,
including traditional heuristic-based methods and machine learning-based models.

4.4.1. System Output Analysis

The ROC (AUC) curve is used to prove the validity of the model through the visual analysis of
the discriminative ability of the aesthetic assessment model proposed in this paper.

The ROC (AUC) curve that is shown in Figure 4 can prove that the proposed superpixel block
weighting algorithm is effective and useful for improving the aesthetic classification assessment.
Figure 4 shows a comparison of the experimental effects of six global features weighted by superpixel
segmentation. The superpixel blocking weighting feature is represented by the blue line SLIC, and the
red line represents the SLIC feature and global feature concatenating. It can be found that the weighted
superpixel segmentation feature improves the classification performance of image aesthetics (except that
the GLCM feature improvement is not significant), and the effect of the superpixel segmentation
weighted feature effect and global feature stitching local feature is equivalent. The best classification

performance is the LBP feature and the Gabor feature, and the AUC exceeds 0.87.
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Figure 4. Comparison of the feature effects of global features after superpixel segmentation: (a) Color
Distance feature, (b) HSV color histogram feature, (c) LBP feature, (d) Tamura texture features, (e) Gabor
wavelet features, and (f) gray level co-occurrence matrix (GLCM) features.
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Figure 5 shows the ROC (AUC) curve of the LDA latent semantic feature concatenated with
the global feature and the corresponding superpixel block weighted local feature. Through the
introduction of the latent semantic features of LDA, all of the features significantly improve the
classification performance of image aesthetics. It is proved that the latent semantic features of LDA
proposed in this paper can capture the feature co-occurrence information in image aesthetics, which can
be used in the aesthetic assessment of images. Used with other semantic features to enhance aesthetic
classification. The best classification performance is the combination of LDA features and global
texture features (GlobalTexture); AUC reached 0.9026 and the other AUCs exceeded 0.87.
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Figure 5. ROC plot of LDA feature and semantic feature combination: (a) centroid descriptor feature
(SLIC-CWD), (b) global texture feature, (c) gray level co-occurrence matrix (GLCM) feature, (d) Tamura
texture features, (e) HSV color histogram features, and (f) color distance features.

4.4.2. Compared with Other Aesthetic Classification Models

The proposed algorithm is compared with state-of-art image aesthetic classification methods to
prove the effectiveness of the proposed method. This paper chooses the classifier while using the LDA
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semantic feature and Gabor feature combination as the optimal model to compare with other methods,
which includes Datta [20], Nishiyama [24], Marchesotti [25], Wang [3], Liu [22], and Zhang [23].
Among them, [22] and [23] are methods that are based on deep learning, and the others are handcraft
feature methods. Table 8 shows the accuracy confusion matrix of the method. The average accuracy
rate is 83.75%, the accuracy of high-sensitivity images is 85.15%, and the accuracy of low-quality
images is 82.35%, which is the best in the binary classification.

Table 8. Method accuracy confusion matrix.

Acc High Low

High 0.8515  0.1485
Low 0.1765  0.8235

Table 9 shows a comparison between our method and state-of-the-art methods on the AVA
dataset and Photo.net dataset, respectively. It is clear that our method has superior performance than
conventional methods, like Datta [20], Nishiyama [24], and Marchesotti [25]. Besides, the recognition
ratio of our method is 1.35% higher than that of Wang [3] et al., which illustrates the effectiveness
of our method. Our method also has good performance compared with methods based on deep
learning [22,23]. Especially when compared with [23], our method improves by over 10% on the
Photo.net dataset and 1.94% on the AVA dataset. It also shows that our model can mine the co-occurrence
relationship between image feature descriptions through latent semantic features, which is conducive
to image aesthetic evaluation. Moreover, it can play a better role in the aesthetic evaluation of images
by combining them with semantic features.

Table 9. Comparison experiment recognition ratio (%).

Methods Photo.NET AVA

Datta [20] (2006) N/A 68.67
Nishiyama [24] (2011) 73.41 76.59
Marchesotti [25] (2011) 81.14 78.91
Wang W [3] (2016) N/A 82.4
Liu Z [22] (2018) 87.56 83.09
Zhang [23] (2019) 77.19 81.81
Ours 87.78 83.75

5. Conclusions

In this paper, a model of potential semantic features for aesthetic classification is proposed.
The LDA algorithm obtains the subject vocabulary of the feature document, and the similarity between
the statistical feature word and topic vocabulary leads to the latent semantic feature. The latent
semantic features are combined with other semantic features, and the best accuracy rate is 83.75% is
obtained by SVM training classification. This paper provides a new solution to the image aesthetic
assessment model, which encodes the aesthetic features into multiple semantic documents and mines
the unspoken aesthetic information through the feature documents. The combination of invisible latent
semantic features and visible semantic features greatly improves the image aesthetic classification
effect. This paper proves that this direction is feasible through experiments. With the development of
deep learning [22], for the complex classification task of image aesthetics, the deep semantics can be
used to mine the latent semantic features for image aesthetic assessment. The method of extracting
latent semantic features needs to be further improved and combined with other features to better
evaluate the aesthetics of the image. It is still to be researched on how to more effectively extract the
latent semantic features. The method of obtaining multi-semantic documents by word mapping coding
method needs to be improved.
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