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Abstract: In this paper, we proposed a verification method for the message passing behavior of IoT
systems by checking the accumulative event relation of process models. In an IoT system, it is hard
to verify the behavior of message passing by only looking at the sequence of packet transmissions
recorded in the system log. We proposed a method to extract event relations from the log and check
for any minor deviations that exist in the system. Using process mining, we extracted the variation
of a normal process model from the log. We checked for any deviation that is hard to be detected
unless the model is accumulated and stacked over time. Message passing behavior can be verified by
comparing the similarity of the process tree model, which represents the execution relation between
each message passing event. As a result, we can detect minor deviations such as missing events and
perturbed event order with occurrence probability as low as 3%.

Keywords: message-passing; event execution verification; process mining; closed-loop IoT

1. Introduction

IoT is a network that consists of uniquely addressable objects such as sensors and actuators.
These objects interconnect with each other, and IoT allows sensing and controls tasks remotely. In the
real world, IoT objects can consist of heterogeneous cyber and physical objects that communicate
with specific protocols. Each IoT object must operate normally to follow this communication protocol.
However, cyber-physical objects are prone to hardware or software error, signal interference, power
instability, and also cyber-attacks. Therefore, they may not be able to communicate based on the
specification of the IoT networks. IoT system is widely implemented in monitoring and control systems
such as Network Control Systems (NCS) [1], Industrial Control Systems (ICS), Supervisory Control
and Data Acquisition (SCADA) Systems [2], and Distributed Control Systems (DCS) [3]. These systems
play a vital part in industrial infrastructures, energy management, machine automation, and healthcare
support. The stability of an IoT network is essential in ensuring the quality of monitoring and control
of the network infrastructures.

One of the significant challenges in IoT is scalability. Due to the nature of the distributed and
scalable network, IoT objects inter-communicate more frequently, and a large amount of message
transmission happens. Most large-scale IoT systems operate based on the feedback-control loop
model [4-6]. In this feedback-control loop model, once a breakdown occurs, it will cause a chain of
breakdown to the cyber and physical parts and eventually will risk the safety of the user [7]. Therefore,
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before an accident happens, it is important to analyze and detect minor incidents as early as possible.
From the viewpoint of incident management, it is important to detect minor abnormality so that proper
preventive measures can be taken accordingly. However, incidents caused by minor abnormalities
do not always occur in every cycle. Figure 1 illustrates incidents caused by minor abnormalities that
occur at certain system cycles. IoT systems are prone to minor abnormalities that may be caused by
broken sensors [8], low-battery power [9], and weak signals due to interference [10]. These factors do
not directly cause abnormal behavior but show the signs of a major breakdown in the future.

sign of
_____________________________________________________ : Major
o ; Breakdown
Incident A Incident B -------"~ " sign of \4
1st cycle 2nd cycle 3rd cycle k-th cycle

Figure 1. An illustration of minor and infrequent incidents in closed-loop IoT systems. Minor incidents
show the sign of major breakdown. However, incidents caused by a minor abnormality are hard to
detect unless with accumulative behavior monitoring.

It is crucial to implement a system that monitor NCS, ICS, SCADA, or DCS to ensure continuous
normal operation. However, monitoring a system is still a challenging task due to the infrequent
occurrences of abnormality at each system cycle. In order to verify the stability and correctness of
the IoT systems, a constant monitoring and verification technique is required. The most practical
way of monitoring complex and scalable closed-loop IoT systems is by modeling its normal behavior
and look for any deviations during operation. However, for systems with high parallel message
transmission, they will have minor and infrequent random changes in the system behavior. Therefore,
it is hard to detect any deviations by only looking at one point of an event such as packet header or
data value. The IoT Developer Survey 2019 by Eclipse Foundation [11] showed that IoT protocol such
as MQTT [12], XMPP [13], REST [14], and CoAP [15] is gaining attention from system developers.
These protocols can ensure the quality of services and stable message handling. Figure 2 shows
an example of the message passing of a heating, ventilation, and air conditioning (HVAC) system
via MQTT protocol. The HVAC system consists of a message passing server called broker, heat
sensors, valves, and cooler fans. It shows a simple message passing between the broker and the nodes
with CONNECT, CONNACK, PUBLISH, PUBACK, SUBSCRIBE, and SUBACK messages executed
in sequence within two parallel (PAR) blocks. The execution sequence between PAR blocks has no
sequence order. However, the sequence order of MQTT’s handshaking inside the PAR blocks must be
strictly followed at all times. Due to factors such as low battery power or signal interference, messages
might be dropped or delayed. It is hard to detect dropped or delayed messages by only looking at one
point of message passing event.

In this paper, we propose a process-based message passing verification method for IoT systems.
While conventional detection methods focus on monitoring data packets at one point, we focus on the
accumulative events of message passing. Concretely, we verify the relationship of the execution order
of message passing between the devices over a certain period of system cycle. As shown in Figure 3,
we performed a ‘bird’s eye’ monitoring technique by discovering the variation of the process model of
the message passing behavior with process mining. Then, we grasp the structure of the process model
with a tree model called process tree to produce an accumulative normal model. Using the process
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tree, we check for any deviations from the normal behavior by comparing the observed behavior with
the accumulative normal model.

After the introduction in Section 1, Section 2 gives the problem statement of message passing
behavior verification. Then, we give the method of verification using process tree similarity check.
In Section 3 we give the results of the evaluation experiments and shows the reliability of normal
process models and detection capability of the proposed method. Next, in Section 4 we discuss the
evaluation result. In Section 5 we discuss several related works and compare the proposed method
with the previously proposed methods. Finally, we give the conclusion in Section 6.

MQTT Broker Cooler Fan Heat Sensor

PAR )] CONNECT :
CONNACK :
SUBSCRIBE (Temperature) :
SUBACK :
I s N G
CONNACK ! |
< CONNECT
' CONNACK
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PAR )L : :
< PUBLISH (Temperature)
PUBACK !
PUBLISH (Temperature) ‘D
»>
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M : PUBACK
PUBLISH (Pressure) ‘D
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Figure 2. An example of a simplified heating, ventilation, and air conditioning (HVAC) system’s
message passing using MQTT protocol.
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Figure 3. Overview of our approach.
2. Verification Method of Message Passing Behavior in an IoT System

In this section, we give the problem of message passing behavior verification and introduce the
proposed method.
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2.1. Message Passing Behavior Verification Problem

We take a wireless sensor network (WSN) as an example of an IoT system with many frequent
and parallel message-passing events. In WSN, lossy transmission and battery reduction is a
usual phenomenon. This phenomenon will cause the system to behave differently than expected.
Some examples that may cause different behavior are delayed messages and dropped messages due
to low battery and weak signals. The transmission and receiving ratio decrease over time, and it
is hard to grasp the changes in behavior, especially when they are too minor. We can consider this
phenomenon to be the cause of fluctuations and time delay. As stated in the introduction, minor
deviation from normal behavior can be considered as incidents that show the signs of a possible major
breakdown. It is important to collect and analyze the incidents in order to prevent possible accidents
or re-occurrences in the future.

Figure 4 shows an example of an anomaly detection system positioned in an IoT system.
The message passing log is collected from the centralized log collection server, such as the broker.
Our objective is to detect if there is any deviation of message passing behavior from normal behavior.
If the HVAC system is a closed-loop system that only operates at pre-specified execution order at all
times, we should expect the same behavior for normal operation. Several works have been proposed
in Ref. [16-22] regarding behavior verification. However, as stated in the previous sections, we cannot
ignore fluctuations [23] and delays in a system. Most [oT systems such as WSN run in low-power and
lossy networks where delayed messages and dropped messages are expected.

Device nodes publish MQTT Broker
lish
subscribe publis
Anomaly Detection D
subscribe | »| Actuator Nodes
System i
subscribe

Sensor Nodes )
publish

Figure 4. Overview of an IoT system with anomaly detection system.

Instead of detecting major deviations, we focus on minor deviations caused by fluctuations and
delays that exist in message-passing as follows:

e Fluctuation: Infrequent dropped message due to broken sensor, low sensor battery, or weak
network signal in IoT devices.
e Delay: Invalid order of message passing due to delay in sending and receiving messages.

Figure 5 shows the illustration of a publish-subscribe message of the HVAC system in a building
automation system. The message passing protocol was described in Section 1. The HVAC system
operates to control the temperature by controlling the level of heat by circulating steam and air using
a valve and cooler fan. Steam is circulated through the valve, depending on the level of heat sensed
by the heat sensor to various rooms in the building. Then, the cooler fan controls the air ventilation
to minimize the temperature difference between outdoor and indoor air temperature. The sequence
of message passing is important for temperature control. A heat sensor must be able to continuously
send messages containing the heat status i.e., at each 1 s interval. Then, the valve and cooler fan must
receive the data at every 1 s simultaneously so that the difference between the temperature is controlled
properly. In case of low battery, a heat sensor might infrequently lose power and drop the message at
around 2 or 3 s intervals. Fluctuation in sensor reading can cause unstable circulation of steam and
air inside the rooms. Furthermore, if signal interference occurs due to a large area or dense sensor
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network, the cooling fan might not be able to send or receive the signal for a while. Communication
protocols such as MQTT can guarantee the quality of service by repeating to send the same message
again. However, even though the message is delivered, the message is considered a late message
because of the delay. Delay in sending messages can cause an asynchronous response between the
cooler fan and the valve. Therefore, the cooler fan and valve will have to work harder than usual to
circulate the steam and ventilate the air. Eventually, it will cause a breakdown of the steam and air
circulation system. See Figure 6 for an example of a dropped message and a delayed message in an
event log. In conventional ways, the event log is only used when looking at a point of events. However,
when the above fluctuations and delays occur, it is hard to grasp any unusual behavior by only looking
at the event log. Some messages might be missing or recorded in disoriented order.

‘ Broker
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-/ Message >>§ Interference
Low Battery samsssmmssmmEEEss
Power Dropped <t . =
Message Cooler C
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B Heat \ 1
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Figure 5. An illustration of message passing in the HVAC system.
Event Log of Normal Behavior Event Log of Monitored Behavior
507848, mosquitto version 1.5.7 starting 507848,mosquitto version 1.5.7 starting
507848,Using default config. 507848,Using default config.
507848,0pening ipv4 listen socket on port 1883. 507848,0pening ipv4 listen socket on port 1883.
507848,0pening ipvé listen socket on port 1883. 507848,0pening ipv6 listen socket on port 1883.

507855,New client connected from 192.168.12 as CoolerFan (c1, k60). Delayed 507855,New client connected from 192.168.12 as CoolerFan (c1, k60).
507855,Sending CONNACK to CoolerFan (0, 0) } Message 507855,Sending CONNACK to CoolerFan (0, 0) }

50 UBLISH from HeaterSensor (0, q0, 10, m0, "Temperature’) L.~ | N
TREE S BUBLTRT 18 Cosioan (G0 0 T Fammmrameerm oo " sz 2
d SUBSCRIBE from Coole!
507869,New connection from 192.168.1.12 on port 1883. 507869,New connection from 192.168.1.12 on port 1883.
507869,New client connected from 192.168.1.12 as CoolerFan (c1, k60). 507869,New client connected from 192.168.1.12 as CoolerFan (c1, k60).
507869,Sending CONNACK to CoolerFan (0, 0) 507869,Sending CONNACK to CoolerFan (0, 0)
507869,Received SUBSCRIBE from CoolerFan Dropped 507869,Received SUBSCRIBE from CoolerFan
507869, Pressure (QoS 2) Message 507869, Pressure (QoS 2)

50
507869, ing SUBACK to CoolerFan  Sending SUBACK to CoolerFan
507869,Received DISCONNECT from CoolerFan 507869,Received DISCONNECT from CoolerFan

Figure 6. Event log of a message passing.
2.2. Message Passing Behavior Verification Method

In this section, we propose our method of message passing behavior verification. As the first step,
we need to grasp the relation between message-passing events. Therefore, we need to build a process
model that can represent relations between events. Therefore, we applied a tree-based model called
process tree as our process model. The importance of visualizing and grasping the event relation with
process tree is that fluctuations and delays can be represented with the process tree operator.

Process tree [24,25] represents the structure of a process. Each leaf node and each internal node
respectively represent tasks and operators in the process. Process trees can be obtained from the event
log using a process mining algorithm called inductive miner (IM) [26]. IM is available in the process



Information 2020, 11, 232 60of 17

mining tool ProM [27] as a plugin. Figure 7 shows the most basic process trees and its formula F. It has
four operators ©; sequence (seq), selection (xor), parallel (and), and loop (loop) operators. An ordered
operator has child nodes with an ordered relationship, such as seq and loop. An unordered operator
has child nodes with no ordered relationship between them, such as xor and and. The process tree is
represented by 7ty. The definition of a process tree is given as follows:

Definition 1. A process tree is a rooted tree (V, E, ®,r) with root r € ® where © is a set of operators such that
© ={64,0,,---,0;}, V is the set of vertices such that V = {v1,vp,- - -, v]-}, and E is the set of edges such that
E=0xV.

a b a b a b a b
(a) Sequence (b) Loop (c) Choice (d) Parallel
F =seq(a,b) F =loop(a,b) F = xor(a,b) F =and(a,b)
E={<ab>} E = {< ababab... >} E={<a><b>} E={<ab>,<ba>}

Figure 7. Process tree IT with the equivalent process tree formula F and trace E. seq and loop are
ordered operators in which the trace E must follow the sequence of the action from left to right,
as shown in the process tree. xor and and are non-ordered operators where the actions do not need to
follow sequence order.

Figure 8 shows an example of a process tree that represents an event log of message passing in
the HVAC system. As a comparison example, Figure 9 shows the comparison of process trees based on
operator type and subtrees. Based on Levenshtein distance, we can check the distance between the
trees. Next, we show the conditions of equivalence for process trees, which are decided by the type of
operators. A process tree consists of operator nodes and action nodes. Operator nodes represent the
relations between the actions. We can calculate the equivalence by calculating the edit distance between
the process tree formulas. A method to calculate the distance is by using dynamic-programming based
Levenshtein distance. We extended Levenshtein distance [28] to calculate the similarity of two process
tree. The modified Levenshtein distance set the editing cost when two elements are not equal, such
that X; # Y; depends on the type of operator, i.e., ordered or non-ordered.

e1:mosquitto version
1.5.7 starting

ipvé listen
socket on port 1883

e4:New client connected from
192.168.1.12 as CooleFan(c1,k60)

e3iopening ipvé listen
socket on port 1883

e18:Sending PUBLISH to CoolerFan
(d0, q0, 10, m0, "Temperature'....(4bytes))

e16:Recieved PUBLISH from HeatSensor
(d0, g, 10, m0, 'Temperature'....(4bytes))

©20:Sending PUBACK

e17:Sending PUBACK
to Valve

and
;! to HeatSensor

' e8:Sending SUBACK
to CoolerFan

e7:CoolerFan 0 Temperature

e19:Recieved PUBLISH from Valve
(do, qO, r0, mO, 'Pressure’,...(4bytes))

e15:Sending CONNACK
to HeatSensor (0,0)

e21:Sending PUBLISH to CoolerFan
(do, g0, r0, mO, Pressure,...(4bytes))

e5:Sending CONNACK
to CoolerFan (0,0)

e6:Received SUBSCRIBE
from CoolerFan

e14:New client connected from
192.168.1.14 as HeatSensor(c1,k60)

e10:Sending CONNACK
to Valve (0,0)

e9:New client connected from
192.168.1.13 as Valve(c1 k60)

e11:Received SUBSCRIBE
from CoolerFan

e13:Sending SUBACK
to CoolerFan

e12:CoolerFan 0 Pressure

Figure 8. A process tree model L, representing the normal behavior. The nodes colored in red show
events with fluctuations, such as dropped and delayed messages. The normal model tolerates missing
nodes and perturbed order.
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Figure 9 shows the cases that determine the editing costs of process tree; (i) process trees with both
ordered operator; (ii) process trees with both non-ordered operator; and (iii) process trees with different
operators. Here, we apply the concept of equivalence to show that a process tree L, is the same at
Lg. Basically, the process tree L, is equivalent to Lg if the root operator and the subtrees are the same.
Then, if the root is an ordered operator, i.e., sequence or loop, then its subtrees must be equivalent in
order from left to right. If the root is a non-ordered operator, i.e., parallel or exclusive-choice, then the
sets of the subtrees must be the same. The order of subtrees is ignored for non-ordered operators. Next,
we check the equivalence of subtrees recursively and return the equivalence value of each subtree.
For ordered operators, we check the subtrees in order, and for an unordered operator, we perform an
element subset cross-check between all of the subtrees.

Missing Event
(Not allowable for any operator)

I Non-Ordered Operator I

~ ~
~ ~
~
-~ -
Perturbed Event Order Perturbed Event Order
(Allowable for non-ordered operator) (Not allowable for ordered operator)

Figure 9. An illustration of execution relation comparison between two process trees for behavior
verification. The process tree on the left is a process tree representing normal behavior, and the process
tree on the right represents observed behavior.

Equation (1) shows the equation for calculating the Levenshtein distance. Note that the difference
with original Levenshtein distance is that function levy y calculates the distance based on the type of
operator. Figure 10 shows the illustration of similarity calculation using the modified Levenshtein
distance using matrix iteration and function levy y is recursively called at each operator.

max (i, ) if min(i,j) =0,
IEZ)X’Y (l — 1,]) +1
min levxy (i,j —1) +1 otherwise

leZ)X,y (i — 1,j — 1) + 1(Xi7éyj)

)

levX,y(i,j) =

Depending on whether the respective symbols are the same or not, the cost corresponds to delete,
insert, match, or mismatch. For example, we remove ¢ and e from seq(a, b, ¢, e) and add ¢ and d to the
order to make seq(a, c,b,d). The cost of editing X = seq(a, b,c,e) toY =seq(a,c,b,d) is 4. dist(X,Y) is
a function that finds the edit distance of the strings X and Y. sim(X,Y) has a value between 0 to 1.
The similarity calculation is given as follows:

dist(X,Y)
max(|X],[Y])

Concretely, we give our procedure of verification in this section. To detect any anomalies, we
perform a partial similarity check on all the subtrees of the mined process trees. The verification

sim(X,Y)=1— 2)

procedure is as follows:
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< Process Tree-Based Message Passing Behavior Verification >
Input: Normal model Ly, Ly,, - - - , Ly;, Event log Eﬁ
Output: Does event log Eg contain abnormal behavior?

1 Extract process tree Lg from Eg using inductive miner [2].
Build accumulative normal model L, by marking and adding nodes with Levenshtein distance
more than 1 between Ly, Ly,, - - -, Ly;.

3  Calculate the cross-similarity sim(Ly,, Ly, ) where n # m. Obtain the lower bound £ normal
threshold from the standard deviation of cross-similarity.

4 Calculate the similarity between L, and Lpg. If sim(Ly, L 5) < %, then output “No” and stop.

5  Output “Yes” if sim(ly, {,,) < X and stop.

(b) Subtree and single nodes (d) Subtree with ordered operator
€ c € | loop d e
€ 0 1 € 0 1 2 3
xor 1 1 loop 1 0 1 2
a 2 2 e 2 2 2 1
b 3 3 3 3 3 2
(a) Similarity calculation
€ seq xor(a b) c loop(d e)
€ 0 1 4 5 8
seq 1 0 3 4 7
xor(b a) 4 3 0 0+3=3 6
loop(e d) 7 6 3 \‘ 3 3+2=5 |€

(c) Subtree with non-ordered operator\

xor (ab)
X Check the set of child nodes

{a,b} = {b,a} => diff(xor(a b),xor(b a)) = 0

xor (b a)

Figure 10. An illustration of the similarity calculation of two process tree formulas. (a) Distance
calculation at main formula; (b) when comparing subtree and single nodes, we check if the single node
is a child of the subtree’s operator; (c) for a subtree with a non-ordered operator, we check the set of
child nodes. For the same subset, the distance is 0; (d) for a subtree with an ordered operator, we check
the sequence by recursively calling the modified Levenshtein function levy y.

By applying the given < Process Tree-Based Message Passing Behavior Verification > procedure,
we can check for nodes that deviate from the normal process tree. Figure 11 shows the illustration of
observed model Lg. By comparing to Ly, we can verify the deviation in the nodes of the process tree
depending on the type of operators. The procedure returns "yes’ because an anomaly was found at
node e1g. The purple nodes show nodes that are different from the nodes in L,.

In the experiments in Section 3, we performed the given procedure to around 100 to 240 events in
message passing. We consider the following cost for implementation:

1. Process Mining: The process mining takes less than 2 s to be computed using IM [26] algorithm
for event log with around 3000 traces. The complexity of IM is discussed in Ref. [29,30], which
shows that compared to other process discovery methods, IM is simpler and can be performed in
real-time for large event logs.



Information 2020, 11, 232 90f17

2. Similarity Check: The similarity check is based on the recursive version of Levenshtein distance,
which uses an iterative matrix to hold the distance of each subtree. Distance is usually computed
with dynamic-programming procedure. Computation of two process tree formula sim(X,Y)
takes O(|X| x |Y|) time and O(|X| + |Y|) space. However, since the process tree formula can
be decomposed into subtree formulas, we can obtain shorter strings and it can be computed in
parallel [31] to achieve shorter computation time. In the implementation, we computed 200 events
at most in 24 s using parallel processing technique.

3.  Storage: The storage for 1000 traces took around 152 kb. If we take 100 cycles that produce
10,000 traces, it will take around 1.5 MB per log file. However, we recorded the log in the broker
who has hardware performance more than enough to capture the message log and execute the
verification procedure.

......... Missing Event
—..—. Perturbed Event Order

e2:0pening ipvé listen
socket on port 1883

e3iopening ipvé listen
socket on port 1883

e1:mosquitto version
1.5.7 starting
T Y
"\ e18:Sending PUBLISH to CoolerFan e17:Sending PUBACK
[ i (d, 0, r0, m0, "Temperature',...(4bytes)) I to HeatSensor
e16:Recieved PUBLISH from HeatSensor | ©20:Sending PUBACK |
(d0, qO, 10, m0, Temperature',...(4bytes)) / to Valve i

| e21:Sending PUBLISH to CoolerFan
i (60.60.10.m0, Possure.. (doyts)

Anomaly

"
]
38

i e14:New client fom |
! 192.168.1.14 as HeatSensor(c1k60) |[  e4:New client connected from
L [ 192.168.1.12 as CooleFan(c1 k60)

i etSSending CONACK | ™0 oo o oacic
|  toHeatSensor (0,0) J: to CoolerFan (0,0)

"""""""" X } : 12
e6:Received SUBSCRIBE .

Non-Anomaly
e11:Received SUBSCRIBE
from CoolerFan

Figure 11. A process tree model Lg representing observed behavior. Some missing events and perturbed

e8:Sending SUBACK
to CoolerFan

e19

e13:Sending SUBACK
to GoolerFan

from CoolerFan

/
e10:Sending CONNACK
to Valve (0,0)

e9:New client connected from
192.168.1.13 as Valve(c1,k60)

event order are considered non-anomaly because the normal model L, marks them as tolerable nodes.

From the consideration of the cost to implement the verification method, we found that the
method is implementable for real-world usage. We can also expect near real-time detection based on
the evaluation shown in Section 3.

3. Results

In this section, we show the feasibility of verification applied to anomaly detection and some
analysis regarding the normal models. We give an evaluation to the (i) analysis reliability of normal
models; and (ii) effectiveness of verification capability for detecting anomalies with low occurrences in
message passing. First, we explain the experimental setup then we show the evaluation results.

3.1. Experimental Setup

We conducted the experiments using three types of nodes that represent heat sensors, valves,
and cooler fans, as shown in Figure 6. The data are generated using 1 broker node, 1 wireless network
router, and 44 nodes that simulate 24 heat sensors, 10 valves, and 10 cooler fan nodes that run MQTT
client. Once the MQTT clients started, each node will send a CONNECT message, and when the
broker acknowledges the connection, a CONNACK message will be sent. The MQTT clients perform
message transmission where the 24 heat sensors send publish messages that include PUBLISH and
PUBACK every 1-s interval. Then, valve and cooler fan nodes subscribe to the temperature data from
heat sensors using the SUBSCRIBE and SUBACK messages at each 1-s interval. Valve and cooler fan
nodes will also send publish messages at 1 s interval to report their running status. The message
transmission log is collected for 100 min. The message log for normal models is collected for 5 cycles
with 100 min of running time each. Then, we collected message logs for 3 types of observed models
where each has a failed sensor reading and delay occurring probability at each 10%, 5%, and 3%
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embedded into the sensor and actuator program. Failed sensor readings are set to skip the publish
and subscribe message based on the given probability. Delay is simulated by setting the increasing
of message intervals for publishing and subscribe between 1 to 5 s randomly. Based on the given
probability value, all the sensors and network have the same probability of error occurrences for each
observed model. The network setting of the experiment is given in Table 1. We implemented the
communication protocol using MQTT 5.0. The broker runs on Linux, which runs open IoT platform
Contiki Cooja 3.0 on a workstation with 4-core CPU with 12 threads and 16GB RAM. The broker runs
on Eclipse Mosquitto 1.6.9. Once the experiment started, the message transmission begins after 1 s in
order to synchronize the cycle time for each node.

We perform process mining and anomaly detection for the evaluation on a workstation with
6-core (12-threads) 3.6 GHz processor and 16 GB RAM. Process mining is performed with process
mining tool ProM 6 [27] using the IM plugin. The anomaly is detected using the implemented modified
Levenshtein algorithm. The source code written in Python is available at Github [32]. The process
tree similarity computation program utilizes multi-processing library Ray [33] in order to reduce the
computation time. The computation time for each observed model to be computed took around 10 s to
12 s of process tree between 100 to 200 nodes.

Table 1. Network setting for the experiment.

Network Protocol MQTT vs. 5.0 (TCP/IP)

Broker HP ProLiant ML150 G6 4-core 2.5 GHz and 16 GB RAM
Operating System Linux Ubuntu Desktop 19.10 with Contiki Cooja 3.0
MQTT Broker Eclipse Mosquitto 1.6.9

MQTT Client MQTT Clients 1.4.12

Node Startup Delay 1000 ms

We performed process mining of normal models obtained from the experiment with a large
number of parallel events (110 events with 40 AND and XOR constructs). We extracted 5 batches of
normal models for the event stream duration of 100 min and performed 1000 cross-checks (10 x 100)
between the models at each 1 min of system cycle. We extracted 5 batches of normal models for the
event stream duration of 100 min and performed a cross-check between the models.

3.2. Reliability of Normal Process Tree Models

Figure 12 shows the cross similarity check between 5 normal models A1, A2, A3, A4, and A5.
The process mining result shows that no completely the same models can be extracted every time.
Therefore, we cannot set a fixed threshold for detecting anomalies. To set the threshold, we standardize
the similarity value by calculating the mean and 95% confidence interval to set the lower bound and
upper bound of normal models” similarity. The standardized values are shown in Figure 13. From the
sample of normal models between 1 min and 8 min, we found that the models become more similar
over time (if they contain no anomaly). This is because it accumulates more events. The longer the
time taken to accumulate event log, we can obtain more stable models depending on the scalability.
However, we cannot ignore the noise. For larger systems with a lot of parallel events, the process
mining will produce more normal process models that are less similar.

The standard deviation using the lower bound and upper bound of the cross-similarity between
1 min and 100 min is shown in Figure 13. The standard deviation of less than 0.01 after 3 min shows
that the models became more stable over time. However, no perfect similarity is achieved between the
models. It shows that every time there are minor parts that cause the process tree to be different due to
a large number of parallel events. After 3 min, the amount of noise only changed between 27% and
28%. Therefore, by considering the similarity that is less than 73% to 74%, we can detect the anomaly.
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We embedded the continuous anomalies into the event stream from minute 1 to 100. The strength
of the abnormality is decided by the probability of occurrences between 10%, 5%, and 3% at each trace.
The observed model is compared with the 5 normal models. We cannot decide a specific threshold
value since the model changes every time. Therefore, we standardize the cross similarity value to
decide a dynamic threshold. We calculated the Z-score of each interval and obtained the normal

threshold of —1.2 < h < 1.2.
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Figure 12. Cross Similarity of all normal process trees.
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Figure 13. Mean of similarity of all normal process trees with lower bound and upper bound at a 95%
confidence interval.

3.3. Detection Capability

1.

For the detection, we perform a test to the following anomalies:

Missing Event Episode: Events that are missing from traces, i.e., change of < abcb > to < a_c_ >.

In real situations, the anomaly is due to a broken sensor or dropped message packet.

11 0f 17
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2. Perturbed Event Order: Event order are not in normal order i.e., change of < abc > to < acb >. This
anomaly might be caused by delay in MQTT message passing or invalid control-flow execution.
3.  Mixed: Anomaly that contains both of the above.

4. Discussion

Figure 14 shows the detection result of anomaly with occurrence probability at 10%. We can see
major deviations from the threshold value at first detection (3 min). All anomalies deviate from normal
behavior. Even at 10%, anomaly probability has a strong influence on system behavior. Therefore, if an
anomaly occurs more than 10%, we can easily detect the changes in behavior. Figure 15 shows the
detection result of the anomaly with occurrence probability at 5%. We can see minor deviations from
the normalized threshold value at first detection (3 min). The perturbed event order shows an obvious
deviation. A mixed anomaly is mostly near the lower bound and was detected after 8 min. Figure 16
shows the detection result of the anomaly with occurrence probability at 3%. We can see minor
deviations from normal threshold value at first detection (3 min) of system operation (for perturbed
event and mixed anomaly). The first detection of a missing event is slower (15 min) compared to other
anomalies. Overall, we successfully detected the three types of anomalies at a different time interval.
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o
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e
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o
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1 2 3 4 5 6 7 8 9

Time

- Normal Mean - UpperBound - LowerBound — Missing Event (10%) — Perturbed Event (10%) — Mixed (10%)

Figure 14. Detection of an anomaly with 10% occurrence probability. Anomaly occurrence probability
more than 10% will show obvious deviation in the Z-score, especially for mixed anomaly.
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Figure 15. Detection of an anomaly with 5% occurrence probability. Perturbed event order shows

obvious deviation compared to other anomalies. However, mixed anomaly was detected a bit slower

compared to other anomalies.
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Figure 16. Detection of an anomaly with 3% occurrence probability. First detection of missing event is
slow as it shows less deviation compared to other anomalies. However, it was successfully detected

after 15 min.

We concluded our result in Table 2. In the case of minor anomaly, the proposed approach
performs better at detecting perturbed events compared to the missing event. A mixed event is
between those two because two different anomalies interfere with each other. This is because process
mining extracts the relations based on the existence of the events. We found that missing events that
occur in exclusive-choice relations are harder to detect. Meanwhile, perturbed events are events with
order disorientation. It is easier to detect if the anomaly exists under the ordered operator. For mixed
anomaly, if the occurrence probability is higher, we can see obvious deviations. Sometimes, mixed
anomaly might cause false positive because of the interference between the execution relations.



Information 2020, 11, 232 14 of 17

Table 2. Summary of detection capability.

Anomaly Type  Deviation Range  First Detection (3%)  First Detection (5%) First Detection (10%)

Missing Event Low (10-20%) 15 min 3 min 3 min
Perturbed Order High (>60%) 3 min 3 min 3 min
Mixed Medium (20-60%) 3 min 8 min 3 min

5. Related Work

Several intrusion detection techniques were surveyed by Mitchell et al. [34]. DDoS and Malware
attacks can be detected with behavior-based methods by monitoring the bandwidth and packets
sent on the network. Other recent methods are monitoring the n-grams models [16], training the
anomaly-model with machine learning such as Recurrent Neural Networks (RNN) [17] and Logistic
Regression Analysis (LRA) [18]. However, the proposed behavior-based methods by previous research
also have some drawbacks that can result in an increase in false-positive detection when dealing with
continuous and multivariate data. Moreover, machine learning methods are black-boxed. Therefore,
we cannot perform a direct analysis to the detected anomaly.

Haripriya et al. [19] proposed a dynamic fuzzy-based intrusion detection scheme to detect DoS
attacks in the MQTT-based network. However, the machine learning technique is black-boxed, and
it is hard to find the cause of detection. Myers et al. [20] proposed a process-based detection method
using process mining and conformance checking. Kiyoshi et al. [21] from NEC Corporation introduced
an invariant analysis that takes normal behavior and performs a detection that will produce alerts
when abnormal behavior is found. The method checks for the abnormal spike of data values and
produces alerts than exceeds a certain threshold. The methods proposed by Myers et al. and Kiyoshi et
al. use the expected (normal) model, which are assumed to have no unpredicted fluctuation all the time.
If a normal model is unstable (which contains some unpredicted behavior due to high parallelism of
message passing), the detection will output false-positive results. Ushida [23] stated that two properties,
such as fluctuations in sensor readings and time delays, are common random components that affect
the stability of a control system. Even in a closed-loop control system, these properties exist.

Myers et al. used process mining to extract process model called Petri net from an event log. Petri
net can represent the execution order of actions. It can also be extracted with IM. IM can ensure the
perfect fitness of the discovered Petri net where the structure of Petri net is equivalent to a process tree.
The method proposed by Myers et al. used expected models that required detailed knowledge of how
the system operates. Then, assuming the expected model is perfectly designed, it is used as a standard
model to be compared with the observed models. As stated in Ref. [20], it is hard to build the expected
model without expert knowledge regarding the system. Moreover, systems with fluctuations and time
delays will produce unpredictable message passing patterns. Even for a normal situation, we can
expect some false positive alerts if fluctuations in sensor readings and time delays occur. Therefore,
it is important to not only create a normal static model but a normal model that can handle changes in
IoT systems. The proposed method applies the bird’s eye monitoring technique that can grasp the
whole execution sequence of message passing in an unstable closed-loop IoT system.

The literature in Ref. [35] proposed outlier detection in the multi-dimensional sensor in WSN.
A Hidden Markov Model was used for model training and model-based likelihood estimation.
The method can provide detection in real-time where if a data value from multiple sensors is detected,
the outlier can be detected. This method is similar to Kiyoshi et al. [21] method, where the correlation
between multivariate data is considered. The detection result does well in the outlier detection of
multivariate sensor data. On the contrary, our proposed method focuses on the process where the
sequence of the message transmission is taken into consideration. In our process-based detection,
we need to accumulate the message passing log to detect if there is any deviation from the normal
process model. We model the normal model by stacking the variations of normal models, which
accumulates minor abnormality so that incidents can be detected. Our method is near real-time
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because in the evaluation of the feasibility of detection, the first detection is made at least once the first
cycle is completed. The detection and deviations of 3 types of anomalies were evaluated, where we
found that delayed messages and dropped messages have a different level of deviation range.

6. Conclusions

In this paper, we proposed a process-based message-passing behavior verification method using
process tree and process mining for lossy networks. While conventional verification methods focus on
the data and a single point of event, the proposed method focuses on the accumulative event relation.
Concretely, we focus on the relationship of the execution order of message passing between the devices.
We performed a bird’s eye monitoring technique by discovering the process model of the IoT system
with process mining. Then, we grasp the structure of the process model with a tree model called
a process tree. Using the process tree, we check for any deviations of normal behavior’s process tree.
We showed the feasibility of our verification method, which can detect minor deviations caused by
infrequent dropped and delayed messages in the message passing events. As a result, we showed the
feasibility of detecting abnormalities with the proposed verification method as low as 3% for an IoT
system with low-power and lossy networks.
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Abbreviations

The following abbreviations are used in this manuscript:

NCS Network Control System

ICS Industrial Control System

SCADA Supervisory Control and Data Acquisition
DCS Distributed Control Systems

IoT Internet of Things

MQTT Message Queuing Telemetry Transport
XMPP Extensible Messaging and Presence Protocol
RESTFUL  Representational State Transfer

CoAP Constrained Application Protocol

DDoS Distributed Denial-of-Service

RNN Recurrent Neural Network

LRA Logistic Regression Analysis

M Inductive Miner

WSN Wireless Sensor Network
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