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Abstract: Like in the real world, perceptions of risk can influence the behavior and decisions that
people make in online platforms. Users of Social Network Sites (SNSs) like Facebook make continuous
decisions about their privacy since these are spaces designed to share private information with large
and diverse audiences. In particular, deciding whether or not to disclose such information will
depend largely on each individual’s ability to assess the corresponding privacy risks. However,
SNSs often lack awareness instruments that inform users about the consequences of unrestrained
self-disclosure practices. Such an absence of risk information can lead to poor assessments and,
consequently, undermine users’ privacy behavior. This work elaborates on the use of risk scenarios
as a strategy for promoting safer privacy decisions in SNSs. In particular, we investigate, through
an online survey, the effects of communicating those risks associated with online self-disclosure.
Furthermore, we analyze the users’ perceived severity of privacy threats and its importance for the
definition of personalized risk awareness mechanisms. Based on our findings, we introduce the
design of preventative nudges as an approach for providing individual privacy support and guidance
in SNSs.

Keywords: adaptive privacy; digital nudging; social network sites; risk perception; human-computer
interaction; artificial intelligence

1. Introduction

Risk is a standing component of everyday life since there is always some uncertainty associated
with the outcome of people’s decisions. Moreover, whether consciously or unconsciously, people often
assess the potential consequences of their actions guided by their perception of risk [1]. In particular,
an individual’s sense of risk is likely to influence the evaluation of available choices, and therefore have
a certain impact on her final decision [2–4]. Nonetheless, humans’ cognitive capacity is limited and
cannot take into consideration many risk factors [5]. Given this limitation, providing risk information
is key for helping people to avoid misjudgments, unseemly behavior, and, ultimately, to safeguard
them from unwanted incidents. Hence, risk information should not only be accessible but also explicit
and adequate to effectively enhance individuals’ sense of awareness [6,7].

Deciding whether or not to disclose personal information to others is a daily exercise that is
essential for establishing and maintaining social relationships [8]. Furthermore, it is a practice that
is done under uncertainty conditions related to its potential benefits and privacy costs [9]. With the
introduction of Social Network Sites (SNSs) like Twitter or Instagram, privacy decisions became more
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frequent since these are spaces in which people constantly share information with large and diverse
audiences. In particular, people are liable to reveal more personal information in SNSs than what they
normally would in a traditional offline context [10,11]. This makes SNSs a gateway for accessing large
amounts of sensitive data and, consequently, a target for social engineering attacks [12,13]. However,
average users find it hard to properly estimate the risks associated with their disclosures and, in turn,
often become victims of privacy threats such as scamming, grooming, or identity theft. In addition,
SNSs hinder individual’s decisions related to self-presentation since their affordances place different
audiences (e.g., work colleagues and family) in the same communication plane [14]. Consequently,
users frequently experience regret—along with unwanted incidents—after having shared personal
information with an unintended audience [15].

Despite its importance, rational estimations of self-disclosure risks and benefits are frequently
replaced by heuristic judgements related to trust and credibility [16,17]. For instance, users tend
to reveal more or less information about themselves according to their individual perception of the
platform’s legitimacy and trustworthiness as a data controller [17]. Such an assessment is normally
based on cues related to the platform’s reputation (e.g., its size) or recognition (e.g., its market presence),
among others. This, on one hand, tends to simplify complex self-disclosure decisions. However, it
also undermines people’s privacy-preserving behavior since SNSs portray many trust-related cues,
yet scarce risk information [17]. Furthermore, privacy policies are also devoid of risk cues which, in
turn, hinder users’ decisions related to consent on data processing activities [18]. In consequence, even
users who attempt a considered approach to self-disclosure lack adequate means for conducting a
well-grounded privacy calculus [19].

1.1. Motivation

Over recent years, privacy scholars have introduced a wide range of technological approaches
that aim to improve people’s online privacy decisions [20–22]. In particular, the use of nudges has
gained popularity due to their capacity for assisting and guiding individuals towards safer privacy
practices [23]. At their core, nudges are interventions that encourage a certain behavior which, in
turn, tends to maximize people’s welfare. Such interventions are the means for behavioral change
and consist of small modifications in the context within which decisions are made [24]. For instance,
displaying cues related to the targeted audience of a post can motivate users to employ custom friend
lists. Given the close relation existing between risk perception and privacy behavior, it is not surprising
that interventions portraying risk information are deemed adequate for motivating safer self-disclosure
decisions in SNSs [17,19,25]. In particular, such interventions can prevent users from sharing posts
with personal data by rendering information about the risks of unsafe self-disclosure practices [26].

One approach to risk-based interventions is through the elaboration of self-disclosure scenarios
or patterns. Basically, these are descriptions of privacy harms that may occur when certain pieces of
personal data are revealed to untrusted audiences in SNSs [26–29]. For instance, a scenario describing
“Revealing bank account details can increase the chances of financial fraud” can be leveraged for motivating a
user to keep her financial information away from public disclosure. Nevertheless, risky events are often
perceived differently across individuals. Consequently, a certain incident such as financial fraud may
be assessed as “catastrophic” by one user and “minor” by another one. Therefore, understanding the
nuances across users’ perception of self-disclosure patterns becomes crucial for the design of effective
nudging applications. Nonetheless, the preventative effects of these patterns and the perceived severity
of the incidents they portray have not been extensively explored and documented within the current
literature. Hence, further insights should be gained regarding these aspects to develop successful
risk-based interventions and nudges.

1.2. Contribution

This work elaborates on the use of risk cues as a strategy for supporting self-disclosure decisions
in SNSs. In particular, it investigates the nudging effects of risk-based interventions through an online
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survey conducted via Amazon Mechanical Turk (N = 281). Overall, the contributions of this study are
two-fold. First, it provides insights into the preventative effects of risk-based interventions and the
perceived severity of certain patterns of information disclosure. In line with prior work, our findings
suggest that individuals are less willing to reveal private information when they are aware of the
negative consequences it may bring to them. On the other hand, the paper investigates the role that
the perceived severity of privacy threats has for the development of adaptive nudging mechanisms.
In particular, recent findings suggest that nudges can be more effective if they are tailored to the
individual privacy goals and expectations of each user [30,31]. Based on this premise, this work
introduces an approach that leverages the nuances in the perceived severity of unwanted incidents for
adapting the frequency and content of self-disclosure interventions.

The rest of this paper is organized as follows. In the next section, related work in online
self-disclosure and preventative nudges is discussed and analyzed. Following, Section 3 introduces
the theoretical foundations of this paper. In particular, the notion of Self-disclosure Patterns (SDPs) is
presented and discussed along with its relevance for the design of preventative nudging solutions.
Sections 4 and 5 introduce the design of our online survey and its findings, respectively. Next,
in Section 6, we address the elaboration of personalized interventions taking into consideration the
insights obtained from the survey. The strengths and limitations of this approach are analyzed in
Section 7, whereas the ones of the survey method are discussed in Section 8. Finally, in Section 9,
we outline the conclusions of this paper and introduce directions for future work.

2. Related Work

Privacy scholars have studied self-disclosure practices in SNSs through the lens of multiple
theories and disciplines. Moreover, such studies have served as foundations for the development of
several preventative technologies and the application of persuasive mechanisms for behavioral change.
This section discusses findings related to the use of risk cues in state-of-the-art solutions. In line with
this, we analyze related work that elaborates on the importance of such cues for promoting safer
self-disclosure decisions in SNSs.

2.1. Self-Disclosure Behavior in SNSs

Since the advent of SNSs, much effort has been dedicated to understanding the factors behind
self-disclosure decisions in online platforms. One of the earliest contributions in the field of psychology
is the so-called privacy paradox which describes an offset phenomenon between peoples’ privacy
concerns and behavior [32]. In particular, such paradox manifests when individuals who claim to be
highly concerned about their privacy end up revealing personal information in SNSs [33]. Due to its
high impact, the privacy paradox has paved the way for subsequent studies and the development
of new theories about self-disclosure behavior. Among them, the privacy calculus has become one of
the most plausible theories in privacy research [19]. Basically, the calculus posits that self-disclosure
decisions are the result of an estimation of the potential risks and gratifications of revealing private
information to others [34–36]. However, despite its novelty, it has been argued that estimations
about the consequences of a self-disclosure act can be affected by personal characteristics, emotions,
or missing knowledge [23]. Hence, average users often fail on conducting a rational assessment of
their privacy behavior due to optimistic biases or false estimations [19].

To reduce the cognitive effort of privacy decision-making, users often apply cognitive heuristics
instead of a rigorous uncertainty calculus [17,37]. Basically, heuristics are mental shortcuts that allow
people to make quick judgements and reduce the complexity of their decisions. Overall, self-disclosure
heuristics are triggered by cues that are tied to the different affordances of SNSs [16]. Such heuristics
can be classified into positive or negative depending on whether they foster self-disclosure behavior or
not [38]. For instance, bandwagon is a positive heuristic which is often triggered by the networking
affordances of SNSs, and consists of disclosing more personal information as others are seen doing it
so [37]. Conversely, expectancy violation is a negative heuristic which consists of diminishing the amount
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of self-disclosure if the credibility of the platform is perceived as low [39], i.e., if the platform exhibits
an inferior design, bad navigability, or poor visual appearance. Overall, self-disclosure heuristics lead
to snap judgements and reduce the complexity of self-disclosure decisions. However, SNSs portray
many cues associated with positive heuristics, yet scarce cues that would ease the application of
negative heuristics [17]. In consequence, privacy-preserving behavior is often impaired by heuristic
judgements which, instead of discouraging, tend to foster self-disclosure processes.

2.2. Preventative Nudges

In recent years, several efforts have been made to understand and assist people’s privacy decisions
in SNSs. In particular, scholars have introduced a wide range of technical solutions for countering
the biases and cognitive limitations associated with privacy decision-making [23]. Many of these
technologies are grounded on findings in the area of behavioral economics and, to a large extent, on
soft paternalistic principles. Among them, the nudge theory by Richard Thaler and Cass Sunstein has
been widely adopted among researchers, and its application closely explored and documented [40].
Essentially, nudges represent small changes introduced in a choice architecture (i.e., the context in
which decisions are made) with the purpose of influencing people’s behavior in a predictable way.
In particular, nudges aim to promote decisions that are considered beneficial for the users to maximize
their welfare.

Overall, nudges can be applied for supporting human decisions across different domains and
scenarios including online shopping [41], education [42], and health [43]. However, a growing body
of literature has focused on developing preventative nudges which aim to guide individuals towards
safer cybersecurity practices [23]. For example, Wang et al. [15] designed three nudges for Facebook
consisting of (i) introducing a 30 seconds delay before a message is posted, (ii) displaying visual cues
related to the post’s audience, and (iii) showing information about the sentiment of the post. These
interventions gave users the chance to re-consider the information disclosed inside their posts and
reflect on the potential privacy threats. However, under this and other approaches alike, the forecast of
threats and the estimation of risks associated with them remains a task that the users must conduct on
their own.

To prevent people from making misjudgments about the consequences of their privacy decisions,
some nudging solutions incorporate explicit risk information to their design. For instance, De et al. [44]
introduced a nudge that informs about the privacy risks associated with the use of lax privacy settings
in SNSs (e.g., the risks of having a public profile). Their approach combines empirical evidence
and attack trees to estimate the risk associated with particular combinations of settings. In line
with this, Díaz Ferreyra et al. [28] elaborated on risk scenarios that can be used for nudging textual
publications in SNSs. Such scenarios consist of empirical risk evidence which is captured in patterns of
information disclosure and used for the generation of personalized interventions. These interventions
are warning messages describing unwanted incidents that may occur when particular pieces of private
information reach the hands of untrusted audiences in online platforms. Nonetheless, empirical
evidence supporting the effectiveness of these scenarios for nudging online self-disclosure behavior
has not been documented so far in the literature.

3. Theoretical Background

As discussed in Section 2, risk cues play a key role in people’s online self-disclosure decisions.
Hence, preventative nudges should, in principle, elaborate on behavioral interventions that inform
about the privacy risks that may occur when revealing private information in SNSs. Under this
premise, this work explores the use of self-disclosure patterns for the generation of such interventions
and their effect on users’ information-sharing behavior. Furthermore, it investigates the role that the
perceived severity of privacy risks has for the personalization of preventative nudges. In the following
section, the theoretical foundations of this work are introduced and discussed.
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3.1. Self-Disclosure Patterns

Often, self-disclosure practices across SNSs derive in unwanted incidents (e.g., identity theft,
financial fraud, or harassment) after certain pieces of personal information reach an untrusted audience.
For instance, it is likely that the chances of suffering from financial fraud increase if we disclose our
credit card number inside a public post. Likewise, the probabilities of experiencing harassment become
higher as we share our current location along with a textual publication. All in all, these are examples
of events that repeat themselves over time and can be represented as Self-disclosure Patterns (SDP) [45].
In particular, a SDP can be modelled as a triple <PAs, Audience, UIN> where PAs corresponds to a set of
private attributes, Audience to a collection of recipients (e.g., Facebook friends), and UIN to an Unwanted
Incident. Under this approach, a situation in which a person gets harassed after revealing her phone
number in a public post can be modelled as a SDP consisting of <phone number, public, harassment>.

Essentially, SDPs are abstractions of scenarios in which UINs take place after revealing a set of PAs
to an untrusted Audience. Overall, a large body of SDPs can be extracted from the negative experiences
reported by SNSs users across the literature [45]. Furthermore, it has also been suggested that SDPs
could be retrieved from the content people delete from their profiles through the application of
machine learning techniques [28]. Nonetheless, SDPs not only offer the possibility of representing risky
self-disclosure scenarios but can also support the generation of behavioral interventions. In particular,
preventative nudges could intervene whenever a user attempts to share a post with the information
specified in an SDP. For this, the Audience and UIN of such SDP could be used to elaborate a warning
message describing the negative consequences that may occur if the post reaches a group of untrusted
recipients. For example, a message like “Revealing a phone number in a public post may lead to situations of
harassment. Do you want some hints for protecting your privacy?” could be generated when a user is about
to reveal her phone number in a public post. Such an approach introduced by Díaz Ferreyra et al. [28]
aims to promote safer self-disclosure decisions by introducing risk cues in behavioral interventions.
In Section 5.2, the nudging effects of SDPs are investigated and analyzed empirically.

3.2. Personalized Risk Awareness

In general, the instances of preventative nudges described in the current literature resemble
a “one-size-fits-all” persuasive design, i.e., they apply the same behavioral intervention to a large
group of people without acknowledging their individual goals, expectations, and nuances across their
personalities. However, there is an increasing demand for personalized nudges that address individual
differences in privacy decision-making and regulate their interventions, accordingly. Prior work has
elaborated on adaptive approaches that capture differences across people’s personality traits and
privacy attitudes [29,30,46]. Nevertheless, a recent study by Warberg et al. [31] suggests that in general,
personality-based interventions do not introduce significant changes in peoples’ privacy decisions. On
the other hand, a growing body of literature began to put emphasis on the role of risk and the perceived
severity of unwanted incidents for the elaboration of personalized nudging solutions [21,26,44]. In line
with this, Díaz Ferreyra et al. [28] introduced a risk-based strategy for adapting the frequency in which
warning messages are displayed to the users. That strategy takes into account (i) the number of times
a user accepts or rejects a warning, and (ii) the perceived severity of the UIN communicated by a
warning. Although the former aims to address the individual privacy goals of each user, the latter
seeks to acknowledge the subjective perception of SDPs. In particular, an UIN represented by an SDP
can be perceived as insignificant by one user and catastrophic by others. Hence, such perception is
crucial for the adaptation of risk-based interventions. Nevertheless, nuances in the perceived severity
of SDPs have not been yet investigated or supported by empirical evidence. Therefore, the study
introduced in the next section seeks to shed light on the subjective perception of SDPs. Furthermore,
it set the basis for the elaboration of an approach that unlike the one described above, does not require
a fine-grained analysis of user content when generating the corresponding intervention.
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4. Method

All in all, the performance of privacy decisions depends largely on the availability of risk cues.
Therefore, nudges should inform about the risks of unsafe self-disclosure practices to promote a
preventative behavior among the users of SNSs. As mentioned earlier, this can be achieved by shaping
interventions out of SDPs describing the risks of sharing personal data with untrusted audiences.
Hence, we conducted an online survey to evaluate the effectiveness of this strategy and analyze the
impact of risk-based interventions in online self-disclosure decisions. Moreover, the study explores
the perceived severity of unwanted incidents and its importance for the development of personalized
nudging solutions. This last point is further elaborated in Section 6.

4.1. Survey Design

To evaluate the effectiveness of interventions generated out of SDPs we followed a simple
three-step, before-and-after design. First, a set of response variables related to online self-disclosure
behavior were measured using well-established constructs and scales. In particular, questions related
to (i) self-disclosure, (ii) perceived control, (iii) trust in other platform members, (iv) trust in the SNS provider,
and (v) perceived privacy risk were asked to the participants at the beginning of the survey. Next,
participants were requested to rate the severity of the unwanted incidents described in a set of
self-disclosure scenarios. Such scenarios represented the type of behavioral interventions that can be
elaborated out of the information contained in SDPs. Finally, the response variables were measured
again, and their values compared against the ones obtained prior to the scenario assessment task.
For this, a paired sample t-Test was conducted to determine whether exposing participants to risk-based
interventions can significantly modify their immediate information-sharing behavior.

For assessing the proposed scenarios, participants were asked to rate the corresponding unwanted
incidents as insignificant, minor, moderate, major or catastrophic based on their perceived severity.
For instance, given the scenario “You post a picture of you drunk at a party. You feel embarrassed after your
work colleagues forward the picture to your boss”, participants were requested to evaluate the severity
of the incident “feeling embarrassed”. In addition, participants were also asked whether they had
experienced the scenarios themselves and, if so, if they deleted the corresponding post afterwards.
The complete list of scenarios and a detailed description of the instruments employed in the survey
can be found in Appendix D. As shown in Table 1, a total of 26 scenarios were defined and grouped
around 6 information categories:

i Drugs and alcohol use: These scenarios correspond to situations in which people may suffer
unwanted incidents after posting information related to their consumption habits of alcohol or
drugs.

ii Sex: Scenarios defined under this category represent cases where people are liable to experience
negative consequences after sharing details about their sexual life in SNSs.

iii Religion and politics: These scenarios describe negative consequences that may occur when sharing
a political statement or disclosing one’s religious affiliation in online platforms.

iv Strong sentiment: This category groups together scenarios in which unwanted incidents can take
place as a result of sharing content with a strong or negative sentiment.

v Location: These scenarios describe unwanted incidents that are likely to occur when people reveal
their current location or places they frequently visit inside their posts.

vi Personal identifiers: Scenarios defined under this category portray situations in which negative
consequences can occur after sharing information containing personal identifiers such as one’s
credit card or social security numbers.

Both scenarios and their respective categories were derived from prior studies that analyze the
type of information people usually regret having shared in SNSs [15,47,48]. Furthermore, many of
them are considered categories of personal data under Article 9 of the European Union’s General Data
Protection Regulation (GDPR) [49].
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In sum, each participant evaluated the incidents of 9 randomly selected scenarios. In particular,
2 random scenarios were picked from each of the first three categories (i.e., drugs and alcohol use, sex,
and religion and politics), and 1 from each of the three last ones (i.e., strong sentiment, location, and personal
identifiers). Therefore, we ensure a fair proportion of assessments across the different information
categories while preserving the individual evaluation likelihood of each scenario. Furthermore, this
criterion allowed us to maximize the amount of evidence collected on each information category.

Table 1. Categories of self-disclosure scenarios.

No. Category Scn. IDs Example SDP <PAs, Audience, UIN>

I
Drugs and
alcohol use 1–6

Scn. 6: “You post a picture of you drunk at a party. You feel
embarrassed after your work colleagues forward the picture to
your boss”

SDP6 <alcohol consumption,
work colleagues, embarrassment>

II Sex 7–12
Scn. 8: “You post a naked or semi-naked picture of you. You
get a wake-up call from your superior after a colleague shows it
to her”

SDP8 <nudity, work colleagues,
employer warning>

III
Religion

and politics 13–18
Scn. 15: “You share a post giving your opinion about a religious
issue or statement. Some of your friends decide to end up their
relationship with you because they found your post offensive”

SDP15 <religious beliefs,
close friends, end up friendship>

IV
Strong

sentiment 19–21
Scn. 21: “You share a post with a negative comment about your
employer. You lose your job after a work colleague forwards the
post to your boss”

SDP21 <employer judgement,
work colleagues, job joss>

V Location 22–23
Scn. 22: “You share a post and include the location where you
are at the moment. You get stalked by a person who sees your
post and is at the same place as you are”

SDP22 <location, public, stalking>

VI
Personal

identifiers 24–26
Scn. 24: “You share a post including your new phone number.
You get messages and calls from a person who was not supposed
to reach you”

SDP24 <phone number,
public, harassment>

4.2. Population and Sampling

The survey was conducted in September of 2019 through Amazon’s Mechanical Turk
(Mturk) https://www.mturk.com, a crowdsourcing marketplace where requesters can allocate
Human-Intelligence Tasks (HITs) that are completed by the platform’s workers [50]. Mturk is a platform
frequently used by researchers in the area of usable privacy and security for conducting experiments
with human subjects [51]. The HIT in this case was the survey described in Section 4.1 and, for ensuring
good quality responses, workers were required a HIT approval rate ≥ 95% and several approved HITs
≥ 1000 [52]. A remuneration of $1.25 was offered to each worker/participant considering an average
completion time of 15 min per survey and the payment standards of the Mturk community. In sum,
a total of 289 responses from participants across the United States and Germany were collected from
which 281 were considered for the analysis and the rest rejected or discarded due to inconsistencies.
In particular, responses from participants who either (i) failed on answering the control questions,
(ii) answered the survey in a very short time, or (iii) provided an invalid completion code where
not taken into consideration for the analysis. Table A1 in Appendix A summarizes the self-reported
demographic characteristics of the study sample.

5. Results and Findings

Following, we summarize the results of our online survey. In particular, we analyze how
individuals assess the severity of different self-disclosure scenarios for each of the information
categories introduced in Section 4.1. For this, descriptive metrics were elaborated to identify
those categories with the highest level of perceived severity. Moreover, a hypothesis test was
conducted to determine the immediate effect of such scenarios upon participants’ self-disclosure
behavior. The findings reported below are leveraged in Section 6 for the elaboration of a personalized
nudging solution.

https://www.mturk.com
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5.1. Assessment of Self-disclosure Scenarios

Table 2 summarizes the participants’ severity assessment of the proposed self-disclosure scenarios.
As mentioned in Section 4.1, each participant was asked to evaluate 9 scenarios, so a total of
2529 evaluations were carried out by the end of the survey. In particular, categories I, II, and III received
562 observations each, while 281 responses were obtained for categories IV, V, and VI, correspondingly.
In other words, the first three categories received two evaluations per participant, whereas the last
three received one. Figure 1 illustrates the perceived severity of the proposed scenarios aggregated
per information category (average values were considered for categories I, II, and III since they were
assessed twice by each participant). As it can be observed, the category with the highest mean severity
is location (XV = 4.19± 0.85) and the one with the lowest is religion and politics (X I I I = 3.29± 0.78)
together with personal identifiers (XVI = 3.30± 1.05). As already mentioned, severity can be measured
using a 5-point ordinal scale ranging from insignificant (1) to catastrophic (5). Hence, the severity of
location scenarios is perceived overall as “major”, whereas scenarios defined under the categories
religion and politics and personal identifiers approach “moderate” severity values. For the remaining
categories drugs and alcohol use (X I = 3.65 ± 0.73), sex (X I I = 3.81 ± 0.74), and strong sentiment
(XV = 3.68± 0.95), the severity assessment is, on average, between “moderate” and “high”.

Figure 1. Perceived severity of each category of scenarios.

At a glance, one can observe differences in the perceived severity of the scenarios across
information categories. To determine whether such differences are significant or not we conducted
a one-way ANOVA test followed by a posthoc non-parametric test (see Appendix B). The results
of the ANOVA test show a significant difference in the perceived severity across all information
categories with F5,1680 = 43.075, p < 0.05 (Table A3). Since the studied sample violates the homogeneity
of variances condition, a Games-Howell test was conducted to analyze where these differences occur.
In particular, to determine which pairs of information categories show significant differences in their
perceived severity. The results of this analysis are summarized in Table A4 (Appendix B) and reveal
significant differences for the majority of the paired groups (p < 0.05). In particular, the following
paired categories did not show significant differences in their means: (drugs and alcohol use—sex), (drugs
and alcohol use—strong sentiment), (sex—strong sentiment), and (religion and politics—personal identifiers).

Along with the severity assessment, participants were asked if they had experienced the scenarios
themselves and, if so, whether they deleted the corresponding publication afterwards. In sum, from a
total of 2529 evaluations, only 132 correspond to scenarios that were experienced by the participants.
However, out of this amount, 61 were reported as situations in which the corresponding post was
deleted afterwards. Hence, the ratio of deleted posts over experienced self-disclosure scenarios is of
46.21% in our sample. Furthermore, when this analysis is conducted per information category, one can
observe that the highest deleted/experienced ratio is 80% for personal identifiers, whereas the lowest
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one corresponds to religion and politics with 16%. The remaining categories drugs and alcohol use, sex,
strong sentiment and location show deleted/experienced ratios of 37%, 58%, 44% and 54%, respectively.

Table 2. Participant’s severity evaluation of the scenarios.

Category Scn. N Mean SD Experienced Deleted

Drugs and
alcohol use

1 100 3.75 0.94 0 0
2 93 2.74 0.85 19 9
3 83 4.30 0.89 0 0
4 144 4.34 0.66 2 1
5 50 3.00 1.07 1 0
6 92 3.14 0.92 5 0

Sex

7 140 4.50 0.73 2 1
8 100 4.03 0.85 0 0
9 100 3.32 1.09 4 2
10 96 3.44 0.93 0 0
11 41 4.02 0.94 3 2
12 85 3.32 0.97 3 2

Religion
and politics

13 102 4.10 0.91 4 1
14 92 2.79 0.90 5 1
15 92 2.91 1.01 4 0
16 95 2.78 0.92 17 1
17 87 2.74 0.90 1 1
18 94 4.29 0.77 1 1

Strong
sentiment

19 95 3.21 0.86 12 5
20 97 3.63 0.96 4 2
21 89 4.22 0.73 2 1

Location 22 129 3.90 0.89 8 4
23 152 4.43 0.73 5 3

Personal
identifiers

24 99 3.03 0.87 9 8
25 92 4.27 0.63 1 0
26 90 2.61 0.83 20 16

5.2. Effects of Risk-Based Interventions

As described in Section 4.1, a statistical test was conducted to analyze the effects that risk-based
interventions may have on peoples’ self-disclosure behavior. In particular, we ran a paired sample
t-Test to determine if, following the scenarios’ assessment, the means of the response variables showed
significant differences.

The pre-assessment (PRE) and post-assessment (POS) values of the response variables are
summarized in Table 3, whereas the outcome of the t-Tests can be found in Table 4. As it can be
observed, most variables show higher means in the pre-assessment than after the post-assessment
except for perceived risk whose mean increased from 3.543 to 3.630 (Mean diff. = −0.093). As for the
rest, perceived control is the variable with the highest decrease (Mean dif. = 0.235) and self-disclosure
the one with the lowest (Mean diff. = 0.093). In the case of trust in member, this value decreases 0.165
whereas for trust in provider in 0.123 points. As shown in Table 4, all these differences are statistically
significant (i.e., p-values bellow 0.05) for a confidence level of 95%. The corresponding effect sizes of all
variables are between “medium” and “low” except for self-disclosure which is below “low” according
to Cohen’s convention [53].
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Table 3. Paired samples statistics.

Variable Mean N SD SE

Self-Disclosure PRE 3.751 281 1.480 0.088
POS 3.648 281 1.560 0.093

Perceived Control PRE 4.268 281 1.483 0.088
POS 4.033 281 1.558 0.093

Trust in Member PRE 3.855 281 1.205 0.072
POS 3.689 281 1.251 0.075

Trust in Provider PRE 3.532 281 1.372 0.082
POS 3.409 281 1.379 0.082

Perceived Risk PRE 3.543 281 0.902 0.054
POS 3.630 281 0.913 0.054

Overall, the results of the t-Test suggest that risk-based interventions can promote a preventative
behavior among the users of SNSs. In particular, results show that self-disclosure intentions tend to
decrease after participants are informed about unwanted incidents that may occur when personal
information is revealed in online platforms (t280 = 3.468, p < 0.001, d = 0.156). Furthermore, as
expected, these cues also increase people’s immediate perception of privacy risks (t280 = −3.481, p <

0.001, d = 0.202). However, results also show a negative impact on the participants’ trust in both
the service provider (t280 = 3.468, p < 0.001, d = 0.207) and in other SNS members (t280 = 5.018, p <

0.001, d = 0.300). Moreover, this is also the case for perceived control (t280 = 3.468, p < 0.001, d = 0.304).
Nevertheless, given the current experimental setting, these should only be considered to be short-term
effects since measurements were taken right after the scenarios’ assessment without capturing any
mid- or long-term consequences.

Table 4. Paired sample t-Tests.

Pair Mean diff. SD SE d.f. t p Cohen’s d

(PRE-POS) Self-disclosure 0.103 * 0.614 0.037 280 3.468 0.001 0.156
(PRE-POS) Perceived Control 0.235 * 0.773 0.046 280 3.468 0.001 0.304
(PRE-POS) Trust in Member 0.165 * 0.553 0.033 280 5.018 0.000 0.300
(PRE-POS) Trust in Provider 0.123 * 0.593 0.035 280 3.468 0.001 0.207
(PRE-POS) Perceived Risk −0.093 * 0.446 0.027 280 −3.481 0.001 0.202

Note: (*) The mean difference is significant for α = 5%.

6. Personalized Risk-Based Interventions

The results of our study show that risk-based interventions can have a preventative effect on
people’s self-disclosure behavior. However, as described in Section 3.2, results also indicate that
the perceived severity of a particular SDP can vary among participants. Given the close relation
existing between risk perception and privacy behavior, such nuances become crucial for the design of
personalized nudging solutions. One way to personalize behavioral interventions is by tailoring
their frequency and content to the particular goals of each user. Following this approach, an
adaptation strategy driven by the risk estimation of SDPs is introduced in this section along with an
application example.

6.1. Content, Frequency and Timing

At their core, SDPs represent events of a certain likelihood and severity which occur when particular
pieces of private information are revealed to untrusted audiences. Hence, it is possible to determine
their corresponding risk value based on the frequency and severity of the Unwanted Incidents (UINs)
they describe. In particular, such estimation can be carried out through a normalized index which
assigns values closer to 1 when the risk of the UIN is high, and closer to 0 when it is low (see
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Appendix C for an extended description of the risk metric and its estimation approach). Likewise,
an index of similar characteristics can be applied for representing the risk threshold of each user by
assigning values closer to 1 to individuals with high risk tolerance, and closer to 0 otherwise. Then,
an approach for adjusting the content of interventions may consist of just communicating those UINs
whose risk values are above the user’s threshold. Furthermore, a similar approach can be applied to
regulate the intervention’s frequency, i.e., by adjusting periodically the user’s threshold depending
on how often she accepts or ignores the generated interventions [28]. For instance, if the number
of ignored interventions is higher than the accepted ones in a certain time period, then the user’s
threshold is increased. Conversely, the threshold is reduced when the number of rejected interventions
exceeds the accepted ones.

A central aspect of nudging design is the definition of an adequate timing [54], i.e., the moment
in which interventions are generated and applied for promoting behavioral change. As a general
rule, interventions should be applied at the time when users are likely to be more receptive to privacy
advice [23]. In the case of preventative nudges addressing self-disclosure decisions, current approaches
normally intervene when the user is about to publish a post with personal or sensitive data [22,23,29].
Hence, their timing is realized through the identification of personal information inside the user’s post.
In particular, this task can be executed through different methods and techniques for Natural Language
Processing (NLP) such as regular expressions, named entity recognition, or sentiment analysis [55].
Nevertheless, these techniques cannot attain in isolation the identification of a wide spectrum of
personal information. Moreover, custom solutions to personal data detection should also differentiate
between self-referencing posts such as “I love working at the University of Oxford” and more general
ones like “The University of Oxford looks like an amazing place for working” [56]. Consequently,
the analysis of textual publications is a complex challenge that often requires crafted solutions and the
orchestration of multiple NLP approaches.

6.2. Intervention Approach

An alternative timing approach could consist of intervening when posts are assessed as
“regrettable”. In particular, it has been shown that users who regret having posted something in
SNSs often delete such content afterwards [15,48]. Furthermore, this notion is supported by the results
of our online survey. Hence, a regret classifier for textual publications could be elaborated in principle
out of a corpus of deleted posts, i.e., by labelling deleted content as “regrettable” and using it for
training a machine learning model (e.g., Artificial Neural Networks or Support Vector Machines)
capable of classifying a particular post into regrettable or not.

Algorithm 1 integrates the approach described above with the adaptation strategies for content
and frequency introduced in Section 6.1. Essentially, this algorithm is triggered when the user attempts
to share a post P through her SNSs account. First, the function IsRegrettable determines whether
the content disclosed inside the post is likely to be regretted later. The result of this assessment is
assigned to the variable regrettable (line 4) and used thereafter to determine if an intervention must be
elaborated or not (line 5). For instance, the post of Figure 2 is quite likely to be assessed as “regrettable”
by the classifier. In that case, an SDP is selected from a knowledge base (KB) taking into consideration
the risk threshold ϕ of the end-user. In particular, such a KB comprises a collection of SDPs and their
corresponding perceived severity frequencies (as in Table 5). Consequently, function SelectSDP selects
a random SDP with a risk value higher than ϕ and assigns it to the variable inSDP (line 6). If no SDP
of such characteristics is found inside the KB, then the algorithm terminates and no intervention is
generated (line 7). Considering ϕ = 0.5 and Table 5 as our KB (i.e., built upon the severity assessments
obtained from the online survey), the following scenarios/SDPs could be selected by the function
SelectSDP: 1, 3, 4, 6–13, and 18–25. Therefore, under such conditions, the algorithm can proceed and
elaborate on a proper intervention.
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Algorithm 1: Personalized interventions

1 Function GenerateIntervention(P):
2 InterventionMSG inMSG;
3 Action usrAction;
4 Boolean regrettable := IsRegrettable(P);
5 if regrettable = true then
6 SDP inSDP:= SelectSDP(KB, ϕ);
7 if inSDP 6= null then
8 inMSG.SetMsg(inSDP);
9 ApplyIntervention(inMSG);

10 usrAction := WaitForUsrAction();
11 UpdateRiskThreshold(usrAction);
12 end if
13 end if
14 return

Table 5. Criticality index and severity frequencies of each scenario.

Category Scn. N 1 2 3 4 5 Î SE

Drugs and
alcohol use

1 100 2 9 20 50 19 0.688 0.047
2 93 5 31 42 13 2 0.435 0.044
3 83 2 2 6 32 41 0.825 0.049
4 144 0 2 9 71 62 0.825 0.027
5 50 4 12 18 12 4 0.500 0.075
6 92 2 21 37 26 6 0.535 0.048

Sex

7 140 1 4 2 50 83 0.875 0.031
8 100 0 4 22 41 33 0.758 0.042
9 100 5 20 26 36 13 0.580 0.054
10 96 2 11 38 33 12 0.609 0.047
11 41 0 2 11 12 16 0.756 0.072
12 85 2 15 31 28 9 0.579 0.052

Religion
and politics

13 102 1 7 10 47 37 0.775 0.045
14 92 6 29 36 20 1 0.448 0.046
15 92 9 21 34 25 3 0.478 0.052
16 95 8 27 40 18 2 0.445 0.047
17 87 8 24 39 15 1 0.434 0.048
18 94 1 1 9 42 41 0.822 0.040

Strong
sentiment

19 95 3 16 36 38 2 0.553 0.044
20 97 4 5 30 42 16 0.657 0.049
21 89 0 3 7 46 33 0.806 0.039

Location 22 129 1 10 22 64 32 0.725 0.039
23 152 1 3 7 60 81 0.857 0.030

Personal
identifiers

24 99 2 26 42 25 4 0.508 0.044
25 92 0 1 6 52 33 0.818 0.033
26 90 7 33 39 10 1 0.403 0.044

Note: Severity level 1 = insignificant, 2 = minor, 3 = moderate, 4 = major,
5 = catastrophic; Scenarios with risk index Î higher than 0.5.
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Figure 2. Envisioned Interface.

Once a valid SDP has been chosen and assigned to inSDP, an intervention can be elaborated
by setting the content of the warning message inMSG. In particular, the method setMsg instantiates
inMSG with the unwanted incident and personal information described by the SDP allocated in inSDP
(line 8). For example, if such SDP corresponds to scenario No 6, then inMSG is instantiated with the
values embarrassment and alcohol consumption (Table 1). Once the content of the message is defined, it
is communicated to the user through the function ApplyIntervention (line 9). At this point, the user
has the chance to re-think the content of her post or proceed with its publication (Figure 2). As
mentioned in Section 6.1, prior work suggests that such a user feedback can be leveraged for adapting
the frequencies of the interventions. In particular, Díaz Ferreyra et al. [28] propose to regulate this
parameter according to the amount of accepted/dismissed interventions observed in a given period
of time. For this, the function WaitForUsrAction waits for the user’s input and forwards it to the
function UpdateRiskThreshold which takes care of updating the value of ϕ (lines 10 and 11). This
function monitors of the number of times the user has dismissed/followed the warnings within a
τ period of time. After each τ period, if #dismiss > #accept, then the value of ϕ is increased in δ

(i.e., ϕτ+1 := ϕτ + δ). Conversely, if #dismiss < #accept, then ϕ is decreased in δ (i.e., ϕτ+1 := ϕτ − δ).

7. Discussion

Overall, the results of our online survey reveal nuances in the perception of privacy risk among
the users of SNSs. Furthermore, such nuances become salient not only across different self-disclosure
scenarios but also throughout their corresponding information categories. On one hand, these findings
are aligned with prior work in risk perception and privacy behavior. In particular, a recent study by
Gerber et al. [26] revealed contrasts across the perceived severity of unwanted incidents related to
data collection and manipulation. Furthermore, their findings suggest that in terms of risk awareness,
scenarios that solely describe a general probability of harm are not as effective as the ones who illustrate
specific negative consequences. In line with this, the analysis conducted in Section 5.2 further supports
the application of self-disclosure scenarios for nudging purposes. In particular, our results indicate that
interventions elaborated out of SDPs have a short-term negative effect on participants’ self-disclosure,
trust, and control but a positive one on their perception of risk. Similar effects were observed by
Kroll and Stieglitz [57] in an experiment that tested the impact of current persuasive elements on
Facebook (i.e., privacy wizards and profile-visibility check-ups). Furthermore, the negative impact of
privacy risks over users’ trust in SNSs has also been confirmed by Nemec Zlatolas et al. [58] through a
structural equation model. Nevertheless, our results have yielded intervention effects of medium-low
size on all response variables. Hence, a further analysis employing larger samples may be necessary
for gaining further insights on the effectiveness of risk-based interventions.

Besides the insights on the persuasive effects of SDPs, the results summarized in Section 5 have
also provided valuable input for the design of preventative nudges. In particular, the strategy described
in Section 6.2 leverages the information gathered from the online survey not only for estimating the
risk impact of SDPs but also for adapting the timing of behavioral interventions. One distinctive
aspect of this approach is the machine learning module which allows the identification of potentially
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regrettable posts. As already mentioned, an approach of such characteristics would, in principle,
reduce the amount of NLP craftsmanship necessary for analyzing the content of a post. Nevertheless,
up to some extent, it compromises the usability of the nudging strategy since it hinders the elaboration
of content-specific interventions. On one hand, this raises less privacy concerns since it performs a
coarse-grained classification of the post (i.e., into “regrettable” or not). However, a fine-grained analysis
(i.e., the identification of specific patterns of private information) would allow the selection of more
relevant SDPs [28]. For instance, if the information disclosed by the user is location, a fine-grained
analysis would allow choosing a SDP from the KB whose information component (PAs as described
in Section 3.1) corresponds to location. However, a coarse-grained classification does not provide
the adequate level of abstraction which is necessary for performing such a content-aware selection.
Consequently, Algorithm 1 may generate interventions decoupled from the content of the post since
these are elaborated out of SDPs which are randomly chosen. This is a central design aspect that must
be taken into consideration and further investigated.

8. Limitations

Although the approach employed in this work has yielded interesting results, there are some
limitations that should be acknowledged. First, the results summarized in Section 5 were obtained
from the assessment of hypothetical self-disclosure scenarios. Hence, this approach does not ensure
that participants’ actual behavior (i.e., in a real case scenario) would be consistent with the one they
reported during the online survey. Furthermore, although the assessed scenarios portray the three
main components of an SDP (i.e., personal information, untrusted audience, and unwanted incident),
they were not framed as the interventions they suppose to generate. On one hand, this strategy remains
adequate for the estimation of the privacy risks associated with each SDP. However, such an approach
may not be suitable enough for capturing the nudging effectiveness of SDPs to a large extent.

Another aspect to be considered is the number of scenarios and information categories that were
defined for this study. In particular, the proposed scenarios cover just a fraction of the cases reported
in the literature. Hence, some categories may not be extensively represented and require the definition
of additional scenarios for better assessment. Moreover, such an assessment may be influenced by the
cultural background of the participants which, depending on its collectivist (or individualistic) nature,
can predispose them to a more (or less) privacy risk-avoidance behavior [35]. Therefore, a closer look
into risk perception across cultures should be taken to unveil significant differences in the severity
values assigned to particular SDPs.

Another limitation point is related to the use of crowdsourcing platforms for carrying out online
surveys. In particular, conducting surveys over Mturk often supposes a loss of control over the
experimental setting [50,59]. In particular, participants may compromise the quality of their answers
due to distractions present in their physical environment. Moreover, workers sometimes provide fast
or nonsense answers to optimize their profit. Nevertheless, it has been shown that studies conducted
over Mturk can provide results as relevant as those obtained using traditional survey methods [50].
This can be achieved by applying some good practices such as (i) controlling the time workers actually
spend in the task, (ii) filtering-out workers with a low HIT approval rate, and (iii) adding control
questions [60,61]. These practices were followed to ensure good quality results.

9. Conclusions and Future Work

Privacy-preserving behavior in SNSs is often impaired by heuristic judgements and optimistic
biases. In particular, instant gratifications and short-term benefits tend to outweigh the risks associated
with unrestrained self-disclosure practices and increase, thereby, the chances of regret. Hence, it is
of great importance to promote a reflective thinking among the users of social media platforms to
preserve their privacy and contextual integrity. For this, individuals must have the ability to reflect on
the consequences of their privacy choices and understand what is at stake when interacting through
these technological means [62]. Under this premise, this work has studied the role of risk cues in online
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self-disclosure behavior and their importance for the design of preventative nudges. The results of our
online survey suggest that behavioral interventions generated from SDPs can increase users’ perceived
severity of privacy risks and reduce their self-disclosure intentions. Furthermore, results also reveal
nuances in individual’s perception of unwanted incidents and thus provide a valuable insight for the
elaboration of personalized nudging solutions.

There are several questions and research directions that can be drawn from the results obtained
in this work. The most salient one is the implementation and evaluation of the approach described
in Section 6.2. In particular, such task introduces challenges related to (i) the technical realization of
Algorithm 1, and (ii) the definition of an experimental setting for investigating the long-term effects
of the proposed nudging strategy. On the technical side, a critical point is the timing mechanism
embedded in Algorithm 1 which must be trained from a corpus of “regrettable” posts. Overall, prior
research concerning the analysis of deleted content in SNSs can provide well-grounded theoretical
and practical foundations to this challenge. For instance, Tinati et al. [63] and Gazizullina et al. [64]
elaborated on machine learning solutions of similar characteristics for the classification of deleted
publications on Instagram and Twitter, respectively. On the other hand, the analysis of long-term effects
is expected to be performed through an application for mobile phones that implements the proposed
nudging strategy, i.e., an app from which users can post messages using their SNS accounts (e.g., via
the corresponding API) and intervenes according to the approach described in Section 6.2. Thus, we
plan to evaluate the preventative effects of the generated interventions by testing this app with a group
of users and analyzing the outcome of their self-disclosure decisions. In line with this, we also plan
to further elaborate on the estimation of the parameters employed by Algorithm 1 (i.e., ϕ, τ and δ)
in order to maximize users’ privacy awareness while minimizing the potential negative effects of
behavioral interventions (e.g., annoyance, irritation or distraction).

Another future research direction is related to the ethical issues that certain designs of choice
architectures may introduce. In the recent years, nudges and their applications have become quite
popular across different disciplines and research areas. Furthermore, they have also caught the
attention of governments across the world for addressing societal issues at large. For instance,
the British government has recently considered nudging as a solution for controlling the spread of
COVID-19 across the UK [65]. However, despite the optimism of many, nudges are often considered to
be a threat to individuals’ agency and autonomy. Essentially, this is due to the fine line existing
between persuasion, manipulation, and coercion. For example, citizens may be encouraged to
share their smartphone’s location with the excuse of ensuring social distancing measures when,
in fact, the main objective is monitoring their movements. Such applications introduce several ethical
questions including “who should benefit from nudges?”, “should users be informed of the presence of a
nudge?”, and “how nudges should (not) influence the users?”. So far, these questions have been addressed
through ethical guidelines and principles that should be included into the nudges’ design. In particular,
Renaud et al. [66] have introduced guidelines and checklists for the ethical design of nudges in the areas
of privacy and security. However, it remains unclear how these guidelines should be incorporated into
the development process of preventative nudges and how can they be promoted among the designers
of these technologies. In our future work, we expect to elaborate on these ethical aspects and contribute
thereby to an ethical-by-design approach for preventative nudges.

Author Contributions: Conceptualization, N.E.D.F.; methodology, N.E.D.F. and T.K.; validation, T.K., E.A.,
S.S. and M.H.; formal analysis, N.E.D.F. and T.K.; investigation, N.E.D.F. and T.K.; data curation, N.E.D.F.;
writing—original draft preparation, N.E.D.F.; writing—review and editing, T.K., E.A., S.S. and M.H. All authors
have read and agreed to the published version of the manuscript.

Funding: This work was partially supported by the Deutsche Forschungsgemeinschaft (DFG) under grant No.
GRK 2167, Research Training Group “User-Centred Social Media”, the H2020 European Project No. 787034
“PDP4E: Privacy and Data Protection Methods for Engineering”, and Canada’s Natural Sciences and Engineering
Research Council (NSERC).

Acknowledgments: The authors acknowledge support by the Open Access Publication Fund of the University of
Duisburg-Essen.



Information 2020, 11, 399 16 of 23

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

SNS Social Network Site
SDP Self-Disclosure Pattern
UIN Unwanted Incident
PA Private Attribute

Appendix A. Studied Sample

Table A1. Demographic characteristics of the studied sample.

Demographic Ranges Freq. Responses (%)

Age

18-25 years 29 10.3
26–35 years 135 48
36–45 years 66 23.5
46–55 years 31 11
> 56 years 20 7.12

Gender
Male 156 55.5
Female 123 43.8
Non-binary 2 0.7

Occupation

Employed full time 205 73
Employed part time 34 12.1
Unemployed and not searching for work 13 4.6
Unemployed searching for work 8 2.8
Disabled or retired 7 2.5
Student 14 5

Education

Graduate degree (MSc, PhD) 44 15.7
Undergraduate degree (BSc, BA) 104 37
Some college 87 31
High school or less 43 15.3
Primary school or less 3 1.1

Appendix B. ANOVA Posthoc Test

Table A2. Descriptive statistics of each information category.

Category N Mean SD SE

(I) Drugs and alcohol use 281 3.649 0.728 0.043
(II) Sex 281 3.811 0.737 0.044
(III) Religion and politics 281 3.288 0.782 0.047
(IV) Strong sentiment 281 3.676 0.951 0.057
(V) Location 281 4.185 0.850 0.051
(VI) Personal identifiers 281 3.302 1.051 1.051

Table A3. One-way ANOVA between information categories.

SS d.f. MS F p

Between groups 158.654 5 31.731 43.075 0.000
Within groups 1237.573 1680 0.737
Total 1396.227 1685
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Table A4. Games-Howell Simultaneous Tests for Differences of Means.

Difference of Levels Difference of Means SE p 95% CI

drugs and alcohol use—sex −0.162 0.062 0.094 (−0.339, 0.015)

drugs and alcohol use—religion and politics 0.361 * 0.064 0.000 (0.179, 0.544)

drugs and alcohol use—strong sentiment −0.027 0.072 0.999 (−0.231, 0.178)

drugs and alcohol use—location −0.536 * 0.067 0.000 (−0.727, −0.345)

drugs and alcohol use—personal identifiers −0.347 * 0.076 0.000 (0.129, 0.365)

sex—religion and politics 0.523 * 0.064 0.000 (0.340, 0.707)

sex—strong sentiment 0.135 0.072 0.413 (−0.070, 0.341)

sex—location −0.374 * 0.067 0.000 (−0.566, −0.182)

sex—personal identifiers 0.509 * 0.077 0.000 (0.290, 0.728)

religion and politics—strong sentiment −0.388 * 0.074 0.000 (−0.598, −0.178)

religion and politics—location −0.897 * 0.069 0.000 (−1.109, −0.700)

religion and politics—personal identifiers −0.014 0.078 1.000 (-0.238, 0.209)

strong sentiment—location −0.509 * 0.076 0.000 (−0.727, −0.291)

strong sentiment—personal identifiers 0.374 * 0.085 0.000 (0.132, 0.616)

location—personal identifiers 0.883 * 0.081 0.000 (0.652, 1.113)

Note: (*) The mean difference is significant for α = 5%. Welch’s F5,782.05 = 42.83, p < 0.05.

Appendix C. Risk Criticality Index

A risk criticality index is an instrument for measuring the impact of an unwanted incident given
its severity and frequency. In particular, Facchinetti et al. [67] introduced an approach in which
severity is assumed to be measured through an ordinal scale such as insignificant, minor, moderate,
major, and catastrophic. Under this premise, such index I draws upon a categorical random variable
X with ordered categories xk which represent decreasing severity levels k = 1, 2, ..., K. Therefore, an
estimator of I can be obtained out of a sample of size n of the categorical variable X with the following
equation [67]:

Î =
∑K

k=1 F̃k − 1
K− 1

where for a severity scale of K levels, the values k = 1 and k = K correspond to the highest and
lowest severity values of an unwanted incident, respectively. Likewise, F̃k corresponds to the empirical
distribution function of the random variable X, which for a category xk is computed as the number of
observations rl in the sample with consequence levels between 1 and k:

F̃k = ∑k
l=1

rl
n

for k = 1, 2, ..., K

Table 5, summarizes the values of Î for each of the 26 scenarios/SDPs included in the survey
described in Section 4.1 according to the participants’ severity assessments. In particular, values of Î
closer to 0 suggest that the impact of an unwanted incident is likely to be low whereas values closer
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to 1 indicate that such impact is likely to be high. The corresponding variance of Î is given by the
following equation:

Var( Î) =
1

n(K− 1)

[
∑K−1

k=1 (K− k)2 pk(1− pk)− 2 ∑K−1
k=1 (K− k)pk ∑k−1

l=1 (K− l)pl

]
where pk is the proportion of observations in the sample corresponding to the severity level k. From
this equation, a confidence interval for Î can be obtained as:

Î − Zα/2 · S( Î) ≤ I ≤ Î + Zα/2 · S( Î)

where S( Î) is the standard deviation of Î, α the significance level, and Zα/2 the standard score for α/2.

Appendix D. Survey Instruments

As described in Section 4.1, participants were asked to evaluate 9 randomly selected scenarios by
answering the following questions:

• Q1: “Please indicate how severe is for you the consequence described in this scenario”. Options:
insignificant, minor, moderate, major, or catastrophic.

• Q2: “Have you experienced a situation similar to that before?”. Options: yes, or no.
• Q3: (if the answer to Q2 was yes) “Have you deleted such content afterwards?”. Options: yes, or no.

Constructs were measured before and after the assessment of the scenarios. For the
post-assessment measurement, we used differently phrased questions to minimize habituation biases.
The employed constructs correspond to the ones introduced by Krasnova et al. [68] and were measured
using a 7-point Likert scale ranging from entirely disagree to entirely agree. The reliability of the employed
scales was assessed through the Cronbach’s Alpha coefficient which in all cases was higher than 0.80.
Since values higher than 0.70 are considered “acceptable”, this suggests that the items of each construct
scale have a relatively high internal consistency.

All participants gave their informed consent for inclusion before they participated in the study.
The study was conducted in accordance with the Declaration of Helsinki, and the protocol was
approved by the Ethics Committee of the University of Duisburg-Essen (Req. No. 1907PKKT1415). All
the questions of the survey were deemed mandatory.

Appendix D.1. Employed Constructs

Trust in Provider (TP)

i Social media is open and receptive to the needs of its members.
ii Social media makes good-faith efforts to address most member concerns.
iii Social media is also interested in the well-being of its members, not just its own.
iv Social media is honest in its dealings with me.
v Social media keeps its commitments to its members.
vi Social media is trustworthy.

Trust in Other Members (TM)

i Other members on social media will do their best to help me.
ii Other members on social media do care about the well-being of others.
iii Other members on social media are open and receptive to the needs of each other.
iv Other members on social media are honest in dealing with each other.
v Other members on social media keep their promises.
vi Other members on social media are trustworthy.
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Perceived Control (PC)

i I feel in control over the information I provide on social media.
ii Privacy settings allow me to have full control over the information I provide on social media.
iii I feel in control of who can view my information on social media.

Self-disclosure (SD)

i I have a comprehensive profile on social media.
ii I find time to keep my profile up to date.
iii I keep my friends updated about what is going on in my life through social media.
iv When I have something to say, I like to share it on social media.

Perceived Privacy Risk (RISK)

i (R) Overall, I see no real threat to my privacy due to my presence on social media.
ii I fear that something unpleasant can happen to me due to my presence on social media.
iii (R) I feel safe publishing my personal information on social media.
iv Overall, I find it risky to publish my personal information on social media.
v Please rate your overall perception of privacy risk involved when using social media.

Appendix D.2. Self-Disclosure Scenarios

Alcohol and illegal drug use

1. You share a post describing your experience with drugs. You get a wake-up call from your
superior after a colleague forwards this post to him.

2. You post a picture in which you are drunk at a party. You feel embarrassed after you realize this
picture was seen by all your contacts including close friends, family and acquaintances.

3. You share a post describing your experience with drugs. You lose your job after your work
colleagues forward this post to your boss.

4. You post a picture in which you are drunk at a party. You lose your job after your work colleagues
forward this picture to your boss.

5. You share a post describing your experience with drugs. You feel embarrassed after you realize
this post was seen by all your contacts including close friends, family and acquaintances.

6. You post a picture in which you are drunk at a party. You get a wake-up call from your superior
after a colleague forwards this picture to him.

Sex

7. You post a naked or semi-naked picture of you. You lose your job after your work colleagues
forward this picture to your boss.

8. You post a naked or semi-naked picture of you. You get a wake-up call from your superior after a
colleague forwards this picture to him.

9. You share a post describing a personal sexual encounter or experience. You feel embarrassed
after you realize this post was seen by all your contacts including close friends, family
and acquaintances.

10. You share a post describing a personal sexual encounter or experience. You get a wake-up call
from your superior after a colleague forwards this post to him.

11. You post a naked or semi-naked picture of you. You feel embarrassed after you realize this picture
was seen by all your contacts including close friends, family and acquaintances.

12. You share a post describing a personal sexual encounter or experience. You feel embarrassed
after you realize this post was seen by all your contacts including close friends, family
and acquaintances.
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Religion and Politics

13. You share a post giving your opinion about a religious issue or statement. You lose your job after
your work colleagues forward this post to your boss.

14. You share a post giving your opinion about a political issue or statement. You get a wake-up call
from your superior after a colleague forwards this post to him.

15. You share a post giving your opinion about a religious issue or statement. Some of your friends
decide to end up their relationship with you because they found your post offensive.

16. You share a post giving your opinion about a political issue or statement. Some of your friends
decide to end up their relationship with you because they disagree with what you wrote.

17. You share a post giving your opinion about a religious issue or statement. You get a wake-up call
from your superior after a colleague forwards this post to him.

18. You share a post giving your opinion about a political issue or statement. You lose your job after
your work colleagues forward this post to your boss.

Strong Sentiment

19. You share a post with a negative comment about someone else. Friends in common decide to end
up their relationship with you after seeing what you wrote.

20. You share a post with a negative comment about your employer. You get a wake-up call from
your superior after a colleague forwards this post to him.

21. You share a post with a negative comment about your employer. You lose your job after your
work colleagues forward this post to your boss.

Location

22. You share a post and include the location where you are at the moment. You get stalked by a
person who saw your post and is at the same place as you are.

23. You share a post including your new home address. Someone who saw your post breaks into
your house to rob your belongings.

Personal Identifiers

24. You share a post including your new phone number. You get messages and calls from a person
who was not supposed to see your post.

25. You share a picture of your brand-new credit card. Some days later you realize that someone has
been buying stuff on your behalf.

26. You share a post including your new email address. Thereafter, you start getting spam messages
from someone you don’t know.
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