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Abstract: With the advancement of artificial intelligence, deep learning technology is applied in many
fields. The autonomous car system is one of the most important application areas of artificial intelli-
gence. LiDAR (Light Detection and Ranging) is one of the most critical components of self-driving
cars. LiDAR can quickly scan the environment to obtain a large amount of high-precision three-
dimensional depth information. Self-driving cars use LiDAR to reconstruct the three-dimensional
environment. The autonomous car system can identify various situations in the vicinity through
the information provided by LiDAR and choose a safer route. This paper is based on Velodyne
HDL-64 LiDAR to decode data packets of LiDAR. The decoder we designed converts the information
of the original data packet into X, Y, and Z point cloud data so that the autonomous vehicle can
use the decoded information to reconstruct the three-dimensional environment and perform object
detection and object classification. In order to prove the performance of the proposed LiDAR decoder,
we use the standard original packets used for the comparison of experimental data, which are all
taken from the Map GMU (George Mason University). The average decoding time of a frame is
7.678 milliseconds. Compared to other methods, the proposed LiDAR decoder has higher decoding
speed and efficiency.

Keywords: 3D depth information; accessible transportation; decode packets; LiDAR; point cloud;
smart city

1. Introduction

LiDAR [1–5] mainly uses ultraviolet light, visible light, or near-infrared light as the
ray medium. Through laser light, objects of different materials can be scanned, such as
rocks, rain, chemical objects, smoke, clouds, etc. Because the laser beam used is extremely
thin, it can scan out the features of the object with high precision [1].

We first discuss the different types of LiDAR and their applications and then discuss
the Velodyne (San Jose, CA, USA) HDL-64 LiDAR used, including its hardware specifica-
tions and characteristics, as well as the package structure [1].

As LiDAR is widely used, it is divided into Airborne LiDAR [6–8], Terrestrial
LiDAR [9–18], Bathymetric LiDAR [19–22], and Mobile LiDAR, according to data specifica-
tions, data purpose, measurement range, etc. [1].

The Mobile LiDAR [23–26] is mainly installed on vehicles. The most common one
is Google self-driving cars. Since 2009, Google’s Waymo company has begun to conduct
research and development and testing of self-driving cars. Most of them are driving
in cities using AI technologies [27]. The more common autopilot device is Velodyne’s
HDL-64 LiDAR. The most important thing about LiDAR is that it can capture 360-degree
surrounding scene data, that is, depth information such as distance, which is difficult for
ordinary sensors [1].
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Besides, there are some important works that deal with the use of LiDAR point cloud in
the general level and through the possibility of 3D LiDAR for autonomous vehicles [28,29].
M. B. Gergelova et al. present “Identification of Roof Surfaces from LiDAR Cloud Points by
GIS Tools”, which focused on the topic of identifying the roof areas of residential buildings
to operatively determine the essential characteristics of these buildings in the construction
of smart cities [28]. The effective solution represents a suitable basis for possible application
for solar systems or green roofs in the field of building smart cities [28]. T. Shan et al.
proposed Robotics and Autonomous Systems [29] based on a LiDAR super-resolution
method to produce high resolution point clouds with high accuracy [29]. The approach
achieves superior accuracy in the end-stage maps produced, as compared with both deep
learning methods and interpolation methods [29].

In addition, several important articles discuss autonomous vehicles in smart cities and
their testing with evidence and context [30–32]. F. Cugurullo et at. discuss the transition to
autonomous cars, the redesign of cities, and the future of urban sustainability [30]. They
proposed an advanced theoretical framework to understand the diffusion of autonomous
cars in cities that include three interconnected factors: social attitudes, technological in-
novation, and urban politics [30]. F. Cugurullo et al. use the empirics generated via the
survey as a stepping stone to discuss possible urban futures [30]. Robyn Dowling analyzes
“Autonomous vehicle experiments and the smart cities” [31]. The important analysis of
global experiments with automated vehicles provides an analytical typology of four forms
of experimentation—on road, test bed, precinct, and living lab [31]. R. A. Acheampong
et al. discuss “Can autonomous vehicles enable sustainable mobility in future cities?” [32].
The paper [32] analyzes insights and policy challenges from user preferences over differ-
ent urban transport options [32]. This novel research [32] confirms that urban transport
policy can leverage the overall positive attitudes toward the environment, sharing, and
public transit to nudge choices toward achieving the normative goals of sustainable urban
transport [32].

2. Three-Dimensional LiDAR for Autonomous Vehicles

In addition to the above HDL-64 LiDAR, Velodyne has also designed many LiDAR
models, such as PUCK VLP-16 and HDL-32E. VLP-16 is a 16-channel LiDAR and HDL-32E
is a 32-channel LiDAR. The number of channels indicates the number of lasers, which most
directly affects the resolution of the scan results. Other specifications such as the farthest
scanning distance, vertical scanning angle, horizontal scanning angle, and maximum
resolution are also slightly different. The HDL-64 designed and produced by Velodyne
is a high-resolution and high-performance LiDAR sensor that can instantly capture high-
resolution 3D information from the surrounding environment. It is very suitable for
autonomous vehicles, 3D graphics, or automated industry [33,34].

As a key component for autonomous vehicles to detect the surrounding environment,
LiDAR is equivalent to the eyes of autonomous vehicles. It can record the surrounding
environment data and submit these data to the processing system for judgment, as actions
such as moving forward, decelerating, or turning.

HDL-64 uses a vertical angle of 26.9 degrees from +2 to −24.9 degrees, with 64 LiDAR
channels that include 64 laser transmitters and receivers. It also uses a mechanical rotating
head design that can rotate 360 degrees horizontally. The rotation rate can be set by the
user freely. The range is 5 to 20 Hz, which will affect the data point density generated by
LiDAR and can generate up to 2,200,000 point clouds per second. The maximum distance
is 120 m, and the accuracy can reach plus or minus 2 cm. The operating temperature range
is −10 to +60 degrees.

Among them, 64 groups of laser receivers can be divided into upper block and lower
block, each with 32 channels. The laser receivers in the lower area are distributed from
+8.83 to −24.33 degrees according to the vertical angle, a total of 32 channels; the upper
area is distributed from −8.83 to +2 degrees according to the vertical angle and a total of
64 channels.
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There are 4 groups of 16 laser transmitters distributed in the upper and lower areas.
The infrared light with a wavelength of 903 nm is emitted but the beam size is slightly
different. The beam size of the upper laser beam is 20 × 10 mm, and the beam size of the
lower laser beam is 15 × 10 mm.

HDL-64 itself can be rotated 360◦ mechanically and provides four rotation speeds for
users to choose, as shown in Table 1. When the RPM (revolutions per minute) is set to
300, a total of 266,627 points can be obtained when the LiDAR rotates one circle. At this
time, the horizontal angular resolution is 0.0864◦. When the RPM is set to 1200, a total of
66,657 points can be obtained by LiDAR around one circle, and the angular resolution is
0.3456◦. It can be seen from Table 1 that, when the speed is slower, the number of point
clouds that can be obtained per revolution is more, and the angular resolution is higher,
and the speed is faster, and the number of point clouds obtained per revolution is less. The
lower the resolution, the default value of HDL-64 LiDAR is 600 RPM.

Table 1. HDL-64 rotation rate and angular resolution comparison table [35].

RPM RPS (Hz)
Total Laser
Points per
Revolution

Points per
Laser per

Revolution

Angular
Resolution
(Degrees)

300 5 266,627 4167 0.0864
600 10 133,333 2083 0.1728
900 15 88,889 1389 0.2592

1200 20 66,657 1042 0.3456

For HDL-64, 64 groups of lasers and receivers, the arrangement of lasers can be divided
into left and right areas, and each area is subdivided into upper and lower sides, and inner
and outer sides. In addition, the upper block laser and the lower block laser will be paired
and arranged in order, from top to bottom, inside and outside, and the left and right areas
are alternately arranged. The even group is in the left area, and the odd group is in the
right area. For example, the number 0 is upper block laser 6 and lower block laser 38, and
the position is on the upper side of the left area, and the number 1 is upper block laser 7
and lower block laser 39. The position is inside the upper right area, and so on.

Therefore, the last group of positions numbered 31 will be located at the bottom and
outside of the right area. After the laser is launched, the position distribution on the wall is
seen through the camera, wherein all groups are upside down and the inside and outside
are opposite, and the observer can see that the imaging mode of the LiDAR laser is the
same as that of a general camera.

The upper zone and lower zone laser receivers point at the same time, and each zone
emits a beam of laser light at a time. That is to say, the upper zone and the lower zone
will emit and receive laser light in order, and the order of the upper zone is determined by
the laser transmitter. Numbers 0 to 31 are the upper zone, and the lower area is from 32
to 63. For example, the laser transmitter number 32 will be launched at the same time as
number 0, the laser transmitter number 33 will be launched at the same time as number 1,
and so on.

The upper zone and the lower zone also have the same number of receivers, and
each pair of consecutive data groups contains the upper zone and the lower zone data,
respectively. Therefore, when interpreting the packet data, the upper zone and the lower
zone will have the same delay time.

It takes 139 us to launch the laser light six times and then transmit the collected
data. It takes 100 us to transmit the entire 1248 byte packet, which is equivalent to
12.48 bytes/microsecond. In addition, the GPS time stamp function can determine the
precise launch time of each laser and compare it with other data sources.

LiDAR will output the packet data of the UDP protocol. Each packet has a total of
1248 bytes, of which the first 42 bytes is the packet header file, including the IP, port, and
protocol information of the sending and receiving end. The next 1200 bytes are the most
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important transmission data in the packet, which can be divided into 12 data blocks, each
with 100 bytes. Among them, the laser data of the upper and lower areas are arranged
alternately in order, each with six groups of data.

Each block will have a flag to distinguish the beginning of the laser in the upper zone.
Its value is FFEE in hexadecimal 2 bytes. The beginning flag of the laser in the lower zone
is FFDD, followed by the rotation position of 2 bytes. Rotational position, followed by a
total of 32 sets of 3 byte laser data files, consisting of 2 bytes of distance information and
1 byte of intensity. The last 6 bytes contain 4 bytes for GPS time stamp and 1 byte each for
status type and status values.

We discuss the HDL-64’s hardware specifications, features, and the structure of its
output packet. It can be seen that this LiDAR is suitable for use in autonomous vehicles,
especially for 360-degree rotation to detect real-time 3D depth information around it. In
addition, the detection distance of up to 120 m, especially when the speed of the car is
faster, the effective detection distance must also be larger and, more importantly, high
resolution, which can provide more detailed distance data to the subsequent processing
system, classification, discrimination, and identification.

3. LiDAR Packet Decoding Flow

This paper proposes a 64-channel LiDAR packet decoding algorithm. We will intro-
duce the research method of this paper. First, we will introduce the system architecture
and 3D information that include the packet capture and decoding process. Then, we will
introduce how to use the three-dimensional coordinate values to reconstruct a point cloud
image [1].

After the HDL-64 LiDAR data are received, the system decodes the LiDAR packet
into a coordinate system. In this research, LiDAR receives information in the computer
through the User Datagram Protocol (UDP). The User Datagram Protocol is a transport
layer protocol that transmits data in one direction. When the LiDAR receives the data, they
are directly transmitted to the computer. After receiving the packet data, we start to decode
the packet [1].

Figure 1 shows the package decoding. The red area will display all packets that include
the number, time, packet protocol, and data quantity of the packet. The blue area further
displays the selected packet details, including the number of bytes, packet protocol, device
IP, and location information, etc. The green area displays the data content of the packet.
This part is the original packet data required by our scheme. The required packet data are
transferred to a standard format for subsequent decoding steps [1].
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According to the angular resolution, different speeds will require different numbers of
packets to restore to a map of horizontal angle (360◦). Taking RPM600 as an example, the
angular resolution is 0.1728◦. Dividing a circle of 360 by 0.1728 and then dividing by 6 (a
packet has only 6 horizontal angle movements), about 348 packets can be obtained, that is,
348 packets are needed to represent a 360◦ [1]. The rotation speed and the required number
of packets are shown in Table 2.

Table 2. HDL-64 rotation rate and the required number of packets.

RPM RPS (Hz) Angular Resolution
(Degrees)

Numbers of Packets
Requirement

300 5 0.0864 ;695
600 10 0.1728 ;348
900 15 0.2592 ;232

1200 20 0.3456 ;174

The LiDAR packet structure has been introduced in the previous section. Each packet
has a size of 1248 bytes, including header, data block, time stamp, status, and other
information.

As shown in the LiDAR decoding flow chart in Figure 2, there will be 42 bytes of
header file information in each header. Since the same information is provided in the
header, the number of header files can be counted by a counter, and then 12 data blocks
will be received. Each data block has a flag of 2 bytes. The hexadecimal FFEE represents
the laser data in the upper area, FFDD represents the laser data in the lower area, and the
laser data in the upper and lower areas. In pairs, Data Block 1 and 2 are a group, Data
Block 3 and 4 are a group, and so on, so there are actually only 6 groups of complete data
in a packet, and the next one will receive a 2 byte rotation position, that is, horizontal angle
information. Each data block in the upper and lower areas of the packet will have the same
horizontal angle information. Since the ranges of the horizontal angle are from 0◦ to 360◦,
when receiving the horizontal angle exceeds 360◦, we can exchange the horizontal angle of
2 bytes and then convert it to decimal and divide by 100 to obtain the horizontal angle [1].

After obtaining the horizontal angle there will be 32 data points, divided into Channel
0 to Channel 31 to store the information, and each channel of information will provide 2
bytes of distance data and 1 byte of intensity data, and we can calculate distance through
the distance data [1].

We convert the 2 bytes to decimal and multiply it by 2 to convert the unit to millimeter
(mm), divide by 1000 and then convert the unit to meter (m), and the intensity data can be
directly converted to decimal to analyze the reflectance. In addition, in each data block, a
fixed vertical angle is provided in each channel, and each channel corresponds to an upper
laser and a lower laser and has a fixed vertical angle. After receiving 12 data blocks, we
will receive 4 bytes of GPS time stamp data. Finally, the packet will receive 2 bytes of status
data [1].

The actual packet diagram is shown in Figure 3, including the header of 42 bytes at the
beginning, flag of 2 bytes, and Azimuth data of 2 bytes. The channel information is from
0 to 31. Each channel has 3 bytes of distance and 96 bytes of intensity data, respectively,
which is a complete data block. It can be seen from the figure that the flags of Data Block 1
and Data Block 2 are FFEE and FFDD, respectively, but they have the same Azimuth data.
Therefore, it can be determined that Data Block 1 and Data Block 2 represent the upper
zone laser and the lower zone laser, respectively, which are obtained information at the
same horizontal angle.
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The paper takes the first group of data as an example, including Data Blocks 1 and 2,
each representing the upper zone laser and the lower zone laser, and each has 32 channel
data points. In Data Block 1, Channel 0 corresponds to the number 6. The upper zone
laser has a vertical angle of −8.52. In Data Block 2, Channel 0 corresponds to the lower
zone laser numbered 38. The vertical angle is −24.58. Therefore, the HDL-64 LiDAR used
refers to the 64 channel. It means that two data blocks need to be occupied in the packet to
represent 64 channel data.

After we complete the packet decoding, we can calculate the X, Y, and Z coor-
dinates through the decoded horizontal angle, vertical angle, and distance, and use
Equations (1)–(3) to calculate the X, Y, and Z coordinates as follows:

X = R × sin α × cos ω (1)

Y = R × cos α × cos ω (2)

Z = R × sin ω (3)

R represents the distance, that is, the distance data obtained by decoding, α represents
the horizontal angle, and ω represents the vertical angle. After obtaining the X, Y, and Z
coordinates, we reconstruct and display the point cloud image [1].

This paper uses the GL_POINTS function, which is commonly used to display ge-
ometric figure points, and the three-dimensional vector and function. The X, Y, and Z
coordinates calculated in the previous section are brought into the three-dimensional vector
and function, and the size and color of the point are defined through the GL_POINTS
function. The color of the point is distinguished according to the intensity value, and it
is divided into 10 levels from 0 to 255. The low-level value represents the lower value of
intensity, which is represented by the blue color; the higher order value represents the
higher value of intensity, which is shown in red.

The architecture of the “64-channel LiDAR packet decoding algorithm design” is
implemented. It is mainly divided into packet capture, packet decoding, and point cloud
image reconstruction. First, the necessary data in the original packet are captured, and
the data are decoded into information such as distance, horizontal angle, and vertical
angle. Finally, the information is converted into coordinates and reconstructed into a point
cloud image.

4. Experimental Results

We will introduce the experimental methods and experimental results of this paper
“64-channel LiDAR packet decoding algorithm design”. This section is divided into three
parts. The first part introduces the experimental environment, including the instruments
and environment settings we use, the second part introduces the experimental results and
data analysis, and the third part lists the results compared with the literature. Finally, the
fourth part is the conclusion.

The operating environment of the experiment is a notebook computer, and the op-
erating system uses Microsoft (Redmond, WA, USA) Windows 10 (64 bit). The central
processing unit (CPU) adopts Intel (Santa Clara, CA, USA) i7-8550U 1.8 GHz. The memory
is 8 GB. The Graphic Processor uses Intel (Santa Clara, CA, USA) HD Graphics 620.

Among them, the paper adopts Velodyne HDL-64. The standard original packets used
for the comparison of experimental data are all taken from the Map GMU (George Mason
University) website [36]. In particular, the experimental team of GMU is setting up HDL-
at 64, unlike the past, when the instrument was erected on the roof of the car, it was instead
erected in the front of the car and perpendicular to the ground.

In the software operating environment, we use the pcap file format and use the Wire-
shark software to convert the packet format into a text file. For 3D image processing [37],
we decode the packet into a coordinate system through C++ and restore it to a point
cloud image.
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We complete the experimental results and statistical analysis based on the research
methods we proposed. The experiment takes a total of 10 scenes (10 pcap original files),
each of which takes 3 pictures. According to the HDL-64 setting, the rotation rate is
10 revolutions per second. A complete 360◦ picture requires 348 frames such that it takes
348 packets, and finally records and compares the time of each image packet decoding and
point cloud map imaging.

Then we introduce the extraction of each complete picture of each scene and the
decoding process. First, take scenario 1 as an example, the original pcap file of Masonvale-
fast-S16 downloaded from the Map GMU website, through Wireshark software, we know
that this file has 302,487 frames (302,487 packets), as shown in Figure 4.
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Figure 4. Wireshark software environment.

The top display shows the frame number, corresponding time, communication proto-
col, and packet size. The middle area shows the frame number, IP, port, and data size of the
sending and receiving end, and the bottom displays the packet in hexadecimal notation and
data content. In the first picture, we take the data content of frames 1 to 348 and convert it
into a text file and decode it through our C++ program.

We will first compare the time required for the paper’s decoding process for different
scenarios. In order to obtain the exact experimental value more accurately, each picture
will be executed 3 times and the average value will be taken. The time information of
30 pictures is shown in Table 3. When each picture contains more packets, the gap will be
more obvious. In addition, in order to highlight the difference between the experimental
data, the 3 pictures in the same scene are specially selected for imaging 3 pictures with
big differences [1]. The decoded point cloud image is shown in Figures 5–14. There are
10 scenes in total, and each scene takes 3 pictures: (a) is Picture 1, (b) is Picture 2, and (c) is
Picture 3. In addition, the imaging will also show the intensity, from 0 to 255, expressed in
the three primary colors of RGB, as shown in Figure 15. The lower the intensity, the closer
to blue, and the stronger the intensity, the closer to red.
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Table 3. Time to reconstruct the point cloud image.

Picture 1 Picture 2 Picture 3

Scene 1 0.083 0.106 0.094
Scene 2 0.094 0.087 0.083
Scene 3 0.102 0.159 0.159
Scene 4 0.084 0.110 0.084
Scene 5 0.083 0.085 0.148
Scene 6 0.185 0.167 0.090
Scene 7 0.095 0.176 0.085
Scene 8 0.088 0.106 0.087
Scene 9 0.085 0.084 0.083
Scene 10 0.232 0.092 0.087

(Unit: second).
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In addition, in order to verify whether the decoded three-dimensional LiDAR point
clouds are correct, the ideal point cloud image with the reconstructed point cloud image
are compared. After decoding, we can verify whether the decoding algorithm proposed is
correct, as shown in Figure 16 (Figure 16a is the point cloud image reconstructed by the
decoding algorithm proposed, Figure 16b is the ideal point cloud image). It can be seen
from the figure that, although the color and a few details of the points are slightly different,
this is because the difference caused by the different colors defined for different intensities,
but the overall point cloud architecture can still be seen as the same picture, which proves
that the three-dimensional coordinates derived by the decoding algorithm of this paper are
correct [1].
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Next, the experimental results of the decoding algorithm proposed are compared with
the experimental results of the references, and the decoding processing time is discussed.
Literature [38] mainly uses 16-channel VLP-16 LiDAR for static object detection, and the
front part of the algorithm decodes the LiDAR packet to obtain the three-dimensional coor-
dinates and reconstructs it into a point cloud image for horizontal and vertical clustering to
obtain the edge of the object. The feature value is obtained by complementing the boundary
of the object, which is used as a judgment to detect the object. The literature [39] proposed
the point cloud image obtained through the light to make a feature judgment and, based
on the result, to achieve the compensation of the plane depth information, thereby recon-
structing a more complete point cloud image as the basis of object analysis. In addition,
the image processing algorithm is used for plane detection, the vertex extraction of the
plane is performed, the regular plane boundary is completed, and the plane information
is finally supplemented to complete the reconstruction of the three-dimensional space.
Since [38] and [39] both use VLP-16 as the experimental equipment, the number of packets
contained in each picture is different from the HDL-64 used. The time is used as a basis for
comparison, which is fairer and more objective. The comparison table is shown in Table 4.
The average decoding time of a frame in [39] is 3.855 milliseconds. In [38], the average
decoding time for a frame is 26.711 milliseconds. The average decoding time of a frame
is 7.678 milliseconds. Although the time is about one times longer than that in [39], the
data volume of HDL-64 is four times larger than that of HDL-16. Therefore, the calculation
time of our algorithm must be divided by four times. Our algorithm is still faster than the
literature [39]. Compared with the literature [38], the operation time of our algorithm saves
three-quarters of the time. Combining the above test conditions, the decoding algorithm
proposed has a better processing speed [1].
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Table 4. Comparison table of experimental results.

Method LiDAR
Packets

Number of One
Frame

Average Decode
Time/Frame

(ms)

348 Packets
Decode Time

Ning [38] Velodyne VLP-16 76 26.711 106.844
Yang [39] Velodyne VLP-16 76 3.855 15.42
Proposed Velodyne VLP-64 348 7.678 7.678

5. Discussion

From the aforementioned experiments, we can see that the greater the number of
packets, the longer the decoding time, which increases proportionally, and it is much longer
than the point cloud image reconstruction time. When the number of packets is larger, the
gap becomes more obvious. Another key point of the experiment is to test whether the
proposed algorithm correctly decodes and outputs three-dimensional coordinates. The
point cloud image generated by the cross-comparison experiment and the point cloud
image displayed by the official software provided by LiDAR can also prove this paper. The
correctness of the decoding algorithm means that the algorithm proposed has a certain effect
in the time spent on decoding and the correctness of the data [1]. The effectiveness of LiDAR
can be seen from the experimental results. The car’s sensors that include radar, cameras,
LiDAR, and GPS system were provided superhuman awareness of the surroundings [40,41].
The potential of the autonomous car to contribute to human flourishing is great [40,41].
If AI could drive autonomous cars, the human error that accounts for almost all of the
1.3 million deaths that happen on the world’s roads every year could be eradicated [40,41].

6. Conclusions

In this paper, we propose a decoding algorithm design based on 64-channel LiDAR
packets. The proposed decoder mainly decodes the original LiDAR packet data and obtains
XYZ coordinates. We reconstruct the image of the point cloud to verify that the decoded
coordinates are correct. Recently, there is more and more LiDAR-related research. Many
researchers focus on applications related to dynamic or static environment detection such
as autonomous vehicles. LiDAR packet decoding is an important process before data
calculation and recognition. This article proposes a 64-channel LiDAR packet decoding
algorithm. The proposed decoder obtains three-dimensional coordinate data by capturing
the content of the data packet and decoding the data packet and restores it to a point
cloud image. The decoding algorithm we proposed has good performance in terms of data
accuracy and packet decoding time.
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