01010 mformation WW\D\PH
-

Article

Adversarial Attacks Impact on the Neural Network Performance
and Visual Perception of Data under Attack

Yakov Usoltsev, Balzhit Lodonova, Alexander Shelupanov, Anton Konev ‘’ and Evgeny Kostyuchenko *

check for
updates

Citation: Usoltsev, Y.; Lodonova, B.;
Shelupanov, A.; Konev, A.;
Kostyuchenko, E. Adversarial
Attacks Impact on the Neural
Network Performance and Visual
Perception of Data under Attack.
Information 2022, 13, 77. https://
doi.org/10.3390/info13020077

Academic Editors: Nuno

Cavalheiro Marques and Bruno Silva

Received: 9 December 2021
Accepted: 31 January 2022
Published: 5 February 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Faculty of Security, Tomsk State University of Control Systems and Radioelectronics, 40 Lenin Avenue,
634050 Tomsk, Russia; yakovmen62@mail.ru (Y.U.); office@tusur.ru (B.L.); saa@tusur.ru (A.S.);
kaa@fb.tusur.ru (A.K.)

* Correspondence: key@fb.tusur.ru; Tel.: +7-(3822)-41-34-26

Abstract: Machine learning algorithms based on neural networks are vulnerable to adversarial
attacks. The use of attacks against authentication systems greatly reduces the accuracy of such a
system, despite the complexity of generating a competitive example. As part of this study, a white-box
adversarial attack on an authentication system was carried out. The basis of the authentication system
is a neural network perceptron, trained on a dataset of frequency signatures of sign. For an attack
on an atypical dataset, the following results were obtained: with an attack intensity of 25%, the
authentication system availability decreases to 50% for a particular user, and with a further increase
in the attack intensity, the accuracy decreases to 5%.

Keywords: digital signature; python; neural networks; biometric authentication; adversarial attack;
fast gradient method; square method; artificial intelligence; accuracy; statistical errors; F-score

1. Introduction

Nowadays, the use of biometric authentication systems is considered a promising
avenue of authentication system development, and many of them are based on neural
networks [1-4]. Fingerprint-based authentication and face recognition methods are pro-
gressively replacing PIN codes and passwords [5-9], despite the vulnerability of these
authentication methods. Attacks based on opposing examples show excellent results:
effective attacks were carried out on voice authentication systems, image recognition sys-
tems, behavioral biometric authentication systems, etc. At the same time, the methods of
countering attacks suggested in some works do not significantly affect their effectiveness.

In addition to authentication systems, neural networks are widely used in recogni-
tion systems. For these systems, our experiments can be useful in terms of confirming
the classifiers’ completeness. One example is in classification systems based on speech
characteristics [10-15]. Nevertheless, research in the field of adversarial attacks on such sys-
tems [16,17] proves that even the use of biometric metrics such as voice is not a guarantee of
protection from adversarial attacks. Adversarial attacks can negatively affect the operation
of almost any system [17-21], but we assume that certain characteristics of datasets may
have some influence on the effectiveness of an attack [22,23].

Authentication by signature is a form of biometric authentication. For such a system,
vulnerability to adversarial attacks is an unwanted characteristic: such an attack reduces
the availability of the system for a particular user, not to mention the potential of access to
the system by an attacker. This article will present the results of an adversarial attack on
the biometric authentication system by signature of sign. Two types of attack are used in
this paper: the white-box attack and the black-box attack.

Both attacks caused a decrease in the system accuracy.

Section 2 describes the architecture of the neural network used, as well as the features
of the dataset and attacks. Section 3 contains the results of the attacks and a description
of their impact on the authentication system. Section 4 is devoted to comparing the
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results obtained with the results of similar studies. Section 5 contains a brief conclusion in
accordance with the results of the study.

2. Materials and Methods
2.1. Study System

The system comprises a Python script that reads user signature data, trains a neural
network based on them, conducts an adversarial attack using a fast gradient method, and
reads and processes accuracy values and statistical errors for the entire system and for
the attacked user. An adversarial attack is performed using the Adversarial Robustness
Toolbox library (for more information, see Section 2.3 Adversarial Attack).

The system includes the following:

Uploading data;

Splitting signature datasets into two parts;

Creating a neural network with specified parameters;

Neural network training and testing;

Choosing the decision threshold;

Obtaining and correct representation of various statistical errors.

By default, a neural network is created that takes 144 parameters in the input layer
and has 30 neurons in the hidden layer; output is a vector of results that contains a number
of elements equal to the number of users registered in the system as legitimate users and
shows which of them the entered signature belongs to. The categorical cross-entropy
function is chosen as the loss function.

2.2. Dataset

The initial data are signature datasets. The signature is presented in the format of
144 parameters (576 parameters for the visualization module), giving full information about
the writing dynamics of the signature. At the time of the study, there were 2445 parameter-
ized signatures of 22 users.

During the study, the signature was taken as a set of coordinates (X, Y, and Z), the
force of pressing on the graphic tablet, and the angles of inclination of the pen relative to
the tablet plane every 5 milliseconds during signing. Since the points number of a user’s
sign may vary from 700 to 2500, training a neural network requires converting a large
number of parameters to a fixed number of parameters. For this purpose, a fast Fourier
transform [24] was used on the initial data, with further retention of information using the
first 8 or 16 frequencies. This processing allows you to reduce thousands of points to 8 or
16 complex values with the ability to restore the original sequence.

The first 8 frequencies were used for a black box adversarial attack. The first 16 fre-
quencies were used for the part of the study with visualization of a white-box attack
results.

2.3. Adversarial Attack

The white-box attack was carried out using the Adversarial Robustness Toolbox
python library [25], and the FGSM method [26]. This method implies the generation of
adversarial examples according to the following formula:

xXadv - x 4 e-sign(V x J(X, Virue)) @

As can be seen from (1), in addition to the attacked data and the value of ¢, it is also
necessary to submit a white-box classifier model as an input to perform a gradient descent
operation.

The black-box attack was carried out using the Square Attack method [27] and the
Adpversarial Robustness Toolbox. According to the developers of the method, it is based on
random search, which is a well-known iterative technique in optimization. The main idea
of the algorithm is to sample a random update $ at each iteration, and to add this update
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to the current iterate £ if it improves the objective function. The input data includes the
trained classifier as a black box, the data to be attacked, the number iterations available,
and the value of €. The output of the algorithm is the attacked data.

Since this method was implemented to the image datasets, the input layer of the neural
network was changed: 144 initial parameters were presented as a 12 x 12 matrix submitted
to the network input as 12 x 12 black-and-white images. Then, a Reshape transform
layer was added. It transformed the input from the 12 x 12 matrix into a flat vector with
144 values. As a result of the attack, 12 x 12 matrices were generated.

The attacks were carried out on the data of only one user, with a change in the value of
the attack intensity from 1 to 99%. To ensure reproducibility of the results, the experiment
was carried out a hundred times and the minimum, average, and median values were
calculated from the data obtained.

These attacks were chosen because the articles describe their high efficiency when
carried out by developers. In addition, the results obtained are not related to the network
architecture. These attacks can be implemented on our data with minimal changes to
the original dataset and neural network. Comparing the effectiveness of the black-box
and white-box attacks will allow us to forecast the level of the system vulnerability and
determine whether an attacker needs access to a trained model for a successful attack.

2.4. Metrics

The decrease in the system accuracy for a particular user and for the entire system was
chosen as the main metric of the attack effectiveness. Accuracy is calculated as the ratio of
successful authentications to the total number of authentications.

Type I and Type II errors rates for the entire system and the attacked user in particular
were chosen as the second metric.

The F-score of the attacked user identification was used as an additional metric.

3. Results
3.1. White-Box Adversarial Attack Results

First, the adversarial attack impact on the visual representation of the signature was
checked. This study demonstrates the attack impact only on the flat form of the signature,
based on the spatial coordinates of the points. As an example of a signature and for clarity
of the representation, we also present a graph of the x coordinate dependence on the
reference number in Figure 1.
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Figure 1. Example of the original signature: (a) the original signature; (b) dynamics of the x coordinate
change.

The original signature was processed through a fast Fourier transform. The network
was trained on such processed signatures.
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Next, using the ART library, an attack was carried out through the neural network.
The attack was carried out using a gradient method, which generated a new dataset that
disrupted the neural network. Graph of the x coordinate dependence on the reference
number of adversarial example is present in Figure 2. Original characteristics are present

in Figure 3.
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Figure 2. Example of a generated attack: (a) generated frequency characteristic; (b) generated
dynamics of the x coordinate change.
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Figure 3. Example of a processed signature: (a) frequency characteristics of the normalized signature;
(b) dynamics of the x coordinate change.

The restored signature based on the data processed in this way looks like this.

The reconstructed signature based on the generated data is almost identical to the one
shown in Figure 4.

G
J

Figure 4. Restored form of the processed signature.
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As a result, despite the fact that the adversarial attack implementing module was not
initially optimized for a dataset [25] similar to ours, the data obtained as a result of the
attack are visually almost indistinguishable from the original unaltered data, but at the
same time have a significant impact on the network. The results of this attack are shown
below in Figure 5.

Figure 5. Restored form of the generated signature.

3.2. Black-Box Adversarial Attack Results

Black-box adversarial attack was carried out using the square method [27]. Initially,
the chosen attack was implemented on image datasets; therefore, the logic of the neural
network was changed. The 12 x 12 matrices created as a result of the attack were used as
input data for the neural network. After that, the network performance indicators were
recorded.

At the same time, statistical Type II errors rates remained unchanged but Type I errors
rates increased to 10%, this is due to the number of legitimate users of the system, which is
equal to 13 users.

Predictably enough, the Type I error for the attacked user increased to 100%.

The results of the experiments are presented in Table 1.

Table 1. Results of an adversarial attack on an atypical dataset, AVG.

Rates

FGSM Attack  Square Attack FGSM Attack Square Attack FGSM Attack Square Attack

£=0.01 £=0.01 £=0.2 £=0.2 £e=04 £e=04

System accuracy 0.97 0.92 0.915 0.87 0.884 0.87

User accuracy 0.99 0.72 0.63 0.005 0.09 0
Type I errors for 0.018 0.016 0.04 0.1 0.075 0.1
the entire system
Type I errors for
the attacked user 0.01 0.238 0.38 0.1 0.92 0.1

F-score 0.998 0.736 0.597 0.003 0 0

4. Results and Discussion
4.1. White-Box Adversarial Attack Results Discussion

The graphs show that an attack on the data of a particular user reduces the system
accuracy by an average of 13%, and the Type I error rate increases by more than 7% (see
Figures 6-9). At the same time, an adversarial attack on the data of one user does not lead
to an increase in the Type II error rate; consequently, a potential attacker or hacker will
not be able to use this attack to gain unauthorized access. However, the Type I error rate
for the attacked user increases to 100% as a result of white-box adversarial attack on more
than 45% of test cases. At the same time, the user accuracy is reduced to 0%. To measure
the system accuracy, the F-score is used. The value of the F-score also decreases with an
increase in ¢ and reaches 0 when ¢ is greater than 0.5 (graph is present in Figure 10).
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Figure 8. Dependence of the Type I and Type II error rates for the entire system on the attack intensity:

(a) Type I error rate; (b) Type II error rate.
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Figure 10. Dependence of the F-score on the attack intensity.

These results are relevant only for this system, since the neural network architecture
does not imply additional training based on new input data.

Nevertheless, a similar attack was carried out [16] in the study of adversarial attack
countering methods for automatic speaker verification systems. In this study, the gradient
method attack was also carried out using the white-box method. Its effectiveness was
compared with the PGD (projected gradient descent) attack. Moreover, in this paper, the
authors concluded that the attack-countering methods they considered did not reduce
the effectiveness of the attack. The error rates varied within 50% for all three considered
models of attack countering, with ¢ = 5 for the FGSM method.

In paper [28], researchers used the FGSM attack on various datasets of handwritten
digit images. The results obtained are similar to ours: the accuracy is reduced to comparable
values and the decline rate is also similar.

White-box attack using adversarial examples has also been considered in study [29].
The paper considered an attack on the text classifier. Adversarial examples were generated
using white-box methodology. The attack algorithm rearranged the components of the
text without significantly changing its meaning. Experiments have shown the success of
the attack as “tricking the classifier for more than 90% of the instances”. Such high attack
success rates are also comparable to our results.

4.2. Black-Box Adversarial Attack Results Discussion

The black-box attack is much more effective: the maximum perturbation value that the
attacker can introduce is 0.03, the system accuracy was less than 90%, and for the attacked
user it was up to 0%, that present in Figures 11 and 12. This affected an increase in Type I
error for the attacked user to 100% and Type I errors for the entire system up to 10%, as well
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In a similar study [28], the attack effectiveness reaches error rates of 30-50% with
various combinations of protection methods.

Yuekai Zhang and colleagues investigated an adversarial type attack on four types of
neural network models with various variations of the FGSM method [17]. In their case, the
attack efficiency reached 100% when generating examples by a network model different
from the one being attacked, regardless of the modification of the FGSM method used.
These results correlate with the results we have obtained.

Study [30] demonstrates the effectiveness of a black-box attack by the Square attack
method in comparison with that by WideResNet-101. The authors carried out an attack on
an image dataset, and tried to smooth out adversarial noise by processing with different
coding algorithms, including those based on transformations similar to the FFT. In this
paper, we are interested in the results obtained without the use of counteraction methods.
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With a change of ¢ in the ranges from 0/255 to 24/255, the accuracy of image classification
decreased by about 50%.

Black-box attack using adversarial examples has also been considered in study [31].
The attack was carried out on commercial classification systems from Amazon and Google.
In this work, the researchers did not have any access to the attacked model at all. To
generate adversarial examples, they trained their own neural network. A black-box attack
was applied to this network. The generated data were sent for recognition to a commercial
classifier. The classification error in this case ranged from 84.5% to 97.72%. Such indications
are consistent with those we received, especially considering that in our work, when
generating adversarial examples, we used the attacked model itself for generation.

4.3. General Findings

Depending on the capabilities, an attacker can use one or both of the attacks considered
in this study to violate the availability of the system for the attacked user. Since the attacked
data visually differ slightly from the non-attacked data and the existing differences can be
attributed to adversarial noise, human factor, and other biometric systems deficiencies, the
fact of the attack may remain unobvious for some time, and the attacker undetected.

5. Conclusions

As part of the study, two attacks on the biometric authentication system based on
a neural network were carried out. The results of the attacks showed that the generated
examples are visually indistinguishable from the original ones. Nevertheless, the attacks
studied showed their high effectiveness from the attacker’s point of view, despite the
atypical dataset and the neural network to which they were applied. The white-box attack
reduced the authentication system accuracy to 88% for the entire system and to 0% at 50%
of the attack intensity, which corresponds to a complete failure to identify one specific
user. The black-box attack is much more effective: even with a 4% attack intensity, the
system accuracy has decreased to not less than 90% and the user accuracy to 0%, which also
corresponds to a complete failure to identify one particular user. Thus, we can summarize
the following: despite the architecture features and the dataset unavailability for an adver-
sarial attack, the suggested attacks turned out to be effective for violating the availability of
the system. The chosen attack methods were originally created to attack image datasets;
however, the dataset of frequency and time characteristics of signatures, which is not
similar to images, turned out to be vulnerable to them. In general, it can be concluded that
the adaptation of an adversarial attack for a given neural network architecture is possible,
and it is likely that the adapted attack will be carried out successfully.
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