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Abstract: Audio classification algorithms for hearing aids require excellent classification accuracy.
To achieve effective performance, we first present a novel supervised method, involving a spectral
entropy-based magnitude feature with a random forest classifier (SEM-RF). A novel-feature SEM
based on the similarity and stability of band signals is introduced to improve the classification
accuracy of each audio environment. The random forest (RF) model is applied to perform the
classification process. Subsequently, to resolve the problem of decreasing classification accuracy
of the SEM-RF algorithm in mixed speech environments, an improved algorithm, ImSEM-RF, is
proposed. The SEM features and corresponding phase features are fused on multiple time resolutions
to form a robust multi-time resolution magnitude and phase (multi-MP) feature, which improves
the stability of the feature with which the speech signal interferes. The RF model is improved using
the linear discriminant analysis (LDA) method to form a linear discriminant analysis-random forest
(LDA-RF) joint classification model, which performs model acceleration. Through experiments on
hearing aid research data sets for acoustic environment recognition, the effectiveness of the SEM-RF
algorithm was confirmed on a background audio signal dataset. The classification accuracy increased
by approximately 7% compared with the background noise classification algorithm using an RF
tree classifier. The validity of the ImSEM-RF algorithm in speech-interference environments was
confirmed using the speech in the background audio signal dataset. Compared with the SEM-RF
algorithm, the classification accuracy was improved by approximately 2%. The LDA-RF reduced the
program’s running time by >80% with multi-MP features compared with RF.

Keywords: spectral entropy-based magnitude feature with random forest classifier (SEM-RF); multi-
time resolution magnitude and phase (multi-MP) feature; linear discriminant analysis-random forest
(LDA-RF); ImSEM-RF

1. Introduction

A digital hearing aid system should recognize the use environment, such as quiet
indoor areas, concerts, and noisy traffic environments. Consequently, the signal process-
ing algorithms and parameters can be adjusted according to the current environment.
Classification algorithms generally generate control signals for processing chains. High-
performance digital hearing aids require a classification algorithm to achieve audio clas-
sification capability. Therefore, an appropriate audio signal processing algorithm and
parameter configuration can be adjusted according to the surrounding environment to
improve product performance and user experience [1–5].

The audio scene classification algorithm mainly concentrates on feature extraction and
model selection. Sub-band periodicity, sub-band entropy, and sub-band energy ratio are
the typical band classification features applied for audio classification. Rule-based classifi-
cation, minimum distance-based classification, and statistical model-based classification
methods such as threshold methods, k-nearest neighbor (KNN), support vector machine
(SVM), Gaussian mixed models (GMM), hidden Markov models (HMM), and artificial
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neural networks (ANNs), have been adopted for audio classification problem [6–8]. For
hearing auxiliary equipment, such as hearing aids and cochlear applications classifica-
tion algorithms have been improved and optimized according to their excellent accuracy.
Nordqvist et al. [9] proposed an efficient and robust hearing aid classification algorithm
based on HMM. The algorithm can automatically adjust usage patterns in the environment
according to personal preferences. Büchler et al. [10] designed audio classification systems
for hearing aids using feature extraction with auditory scene analysis. Lamarche et al. [11]
proposed the use of an adaptive audio classification framework. It has been proven that
an adaptive system can split or merge classes according to the current environment using
minimum distance clustering and a Bayesian classifier. Random forest (RF) was first ap-
plied to cochlea background noise classification in 2014. Combined with band features, the
algorithm achieves high classification accuracy and real-time implementation [12]. The
real-time implementation of this algorithm was conducted on both Android and iOS smart-
phones [13]. The average processing times per 25 ms frames with a frame overlap of 12.5 ms
for the sub-band+RF classification on the Android platform (Nexus 5) and IOS platform
(iPad Mini 2) were <4 ms. Alavi et al. [14] proposed a noise classification algorithm for
cochlear applications. Mel-scale frequency cepstral coefficient (MFCC) features, GMMs
and Bayesian classifiers were adopted to provide automation solutions for noise reduction
in different environments. Existing algorithms based on RF and band features are mainly
focused on the classification of background noise, but communication during the use of
hearing aids is a universal topic. The speech signal received in communication affects
the stability of the classification features of the current environment audio signal. Voice
activity detection (VAD) [15,16] is usually adopted to detect background noise paragraphs
and background noise paragraph-containing speech signals. Thereafter, the classification
algorithm is applied to the noise section to reduce the classification error rate and maintain
the algorithm’s classification accuracy. In 2020, the Center of Competence for Hearing
Systems in Germany proposed a novel, binaural hearing aid acoustic environment recog-
nition dataset (HEAR-DS) [17] that is suitable for the environment recognition needs of
hearing aids. Various deep neural network-based classifiers with varying complexity were
trained to show the separability of these acoustic environments. They implemented a live
evaluation system in C++ on an Intel i7 7th gen NUK. The most complex network they used
took less than 0.4 s for every 10 s of live audio. The acoustic environments in this dataset
were categorized into three groups. The speech group consisted inherently of speech. The
acoustic environments in the background group contained pure background noise, and the
speech in the background group consisted of acoustic environments with a target speaker
embedded in one of the backgrounds.

To meet the challenge of the effective classification of hearing aids, a novel supervised
method, a spectral entropy-based magnitude feature with a random forest classifier (SEM-
RF), is presented in this study. To solve the problem of decreasing the classification accuracy
of the SEM-RF algorithm in mixed speech environments, an improved algorithm ImSEM-RF
is presented. The main contributions of this study are as follows:

• To achieve effective performance, we first present a novel supervised method, SEM-RF.
A novel-feature SEM based on the similarity and stability of band signals is introduced
to improve the classification accuracy of each audio environment. An RF model was
applied to perform high-speed classification.

• For the problem of the decreasing classification accuracy of the SEM-RF algorithm
in speech mixed environments, ImSEM-RF is proposed. The SEM features and corre-
sponding phase features are fused on multiple time resolutions to form a multi-MP fea-
ture, which improves the stability of the feature with which the speech signal interferes.

• An improved ensemble learning method based on linear discriminant analysis and
random forest, LDA-RF, is proposed. High-dimensional features are converted into
low-dimensional features to reduce redundant information and time complexity. The
calculation speed is accelerated during model training and prediction.
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The remainder of this paper is organized as follows. In Section 2, the details of SEM-
RF are described. Section 3 introduces the proposed robust multi-time resolution fusion
feature based on the magnitude-phase feature. Section 4 presents the ImSEM-RF algorithm.
Section 5 presents the experimental results. The conclusions are presented in Section 6.

2. SEM-RF Method

The details of the SEM-RF algorithm, including the feature extraction and classification
model, are as follows.

2.1. Band Spectral Feature

The classification features of hearing aids should obtain the natural characteristics of
audio signals effectively. A single feature often reflects the characteristics of certain aspects
of the signal. However, audio signals in different environments are typically composed of
signals generated by multiple sources, such as car noise, including wind, tire, and engine
noise. Therefore, jointed features can comprehensively describe the characteristics of audio
signals by combining features in different aspects. Band features can effectively classify
different types of audio signal because of their detailed descriptions in each frequency
domain. Band spectrum entropy features are widely used in VAD to separate speech signals
from background noise [18]. This is an effective feature of signal classification. However,
the band spectral entropy only indicates the signal characteristics of each band. Moreover,
the relationship between adjacent sub-band signals is an important characteristic of audio
classification. Therefore, based on band spectral entropy, band cross entropy and band
relative entropy features were introduced to constitute band similarity features for audio
classification. A detailed description of the band entropy, band cross entropy, and band
relative entropy features is presented below.

2.1.1. Band Spectral Entropy

Spectral entropy is the relationship between power spectrum and entropy. Entropy is
a measure of the uncertainty of various random tests. The uncertainty of the test results
increases with an increase in the probability distribution of entropy [19]. Band spectrum
entropy features provide entropy metrics for each sub-band spectrum of noise signals,
that is:

Pb(l) =
(mag(Fb(l)))

2

L
∑

l=1
(mag(Fb(l)))

2
(1)

Emag(b) = −
L

∑
l=1

Pb(l)× log2(Pb(l)) (2)

where b is the frequency band index, l is the frequency point index in the frequency band,
and L is the total number of frequency points included in each band. F represents the
spectrum after Fourier transform of the signal. mag(·) is the magnitude of the signal
spectrum. Pb(l) denotes the relative power spectrum probability. The band magnitude
spectrum entropy feature is obtained by normalization of Emag:

Hmag( f r) =
Emag(b)
log2L

(3)

BEmag(b) =
1

N f

N f

∑
f r=1

Hmag( f r) (4)

where fr is the frame index, N f represents the total number of audio frames, Hmag( f r)
indicates the band magnitude spectrum entropy of the f r-th frame signal, and BEmag is the
band magnitude spectrum entropy of the entire audio clip.
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2.1.2. Band Cross Entropy

Cross entropy is an important concept in Shannon information theory. It is used to
measure the different information between the distributions of two probabilities [20]. We
introduce the cross entropy feature between adjacent bands to represent the similarity
degree of neighboring sub-bands. The calculation is as follows:

Qb+1(l) =
(mag(Fb+1(l)))

2

L
∑

l=1
(mag(Fb+1(l)))

2
(5)

ECmag(P, Q) =
L

∑
l=1

Pb(l)× log(
1

Qb+1(l)
) (6)

HCmag( f r) =
ECmag(b)

log2L
(7)

CEmag(b) =
1

N f

N f

∑
f r=1

HCmag( f r) (8)

where Qb+1(l) indicates the relative power spectrum probability of adjacent bands. The
band magnitude spectrum cross entropy feature was derived through the normalization of
ECmag. CEmag is the band magnitude spectrum cross entropy of the entire audio clip.

2.1.3. Band Relative Entropy

Relative entropy is an asymmetric measure of the difference between probabilities’
distributions. It is also known as Kullback–Leibler divergence (KLD), or information
divergence. The relative entropy is equivalent to the difference in the information entropy
of two probability distributions [21–23]. The band magnitude spectrum relative entropy is
defined as follows:

ERmag(P‖Q) =
L

∑
l=1

Pb(l)× log(
Pb(l)

Qb+1(l)
) (9)

HRmag( f r) =
ERmag(b)

log2 L
(10)

REmag(b) =
1

N f

N f

∑
f r=1

HRmag( f r) (11)

Relative entropy was obtained by normalizing ERmag. It can measure the distance
between two random distributions. The value of the relative entropy is zero when the
corresponding random tests have the same distributions, and it increases with the increase
in the two random distributions. Therefore, it can be used to compare the similarities
between adjacent band signals.

The features of band magnitude spectrum entropy, band magnitude spectrum cross
entropy, and band magnitude spectrum relative entropy are combined to form a signal
magnitude spectrum entropy-based feature Fm, which is denoted as:

Fm = [BEmag, REmag, CEmag] (12)

2.2. RF Model

RF is an ensemble learning method based on bagging. The accuracy and generalization
performance of the model can be improved by combining multiple weak classifiers and
majority voting. The structure of the RF model is shown in Figure 1. Through the random
selection of data and features, the model improves the anti-noise ability of the algorithm.
RF is a machine learning algorithm with strong generalization ability and flexibility. The
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prediction process is simple; it occurs through multiple rounds of numerical comparison
operations [24–26]. This model has been used in cochlear implants because it can meet the
real-time requirements of the hearing aid system.
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Figure 1. RF classification model.

2.3. SEM-RF Algorithm

The implementation of audio classification for hearing aids using the SEM-RF algo-
rithm is shown in Figure 2. The audio classification system consisted of model training and
prediction. During model training, audio signal preprocessing and fast Fourier transform
(FFT) are the first steps. Subsequently, feature extraction and dataset construction are
completed. Finally, the features are applied to train the RF model. During model prediction,
the corresponding features are extracted from the audio clips, and the trained model is
used to obtain the classification results.
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Figure 2. Implementation of audio classification for hearing aids using the SEM-RF algorithm.

3. Robust Multi-MP Feature

In application environments containing speech signals, mutual interference between
speech and background noise affects the stability of the classification features. Generally,
the VAD algorithm is used to detect audio signal paragraphs containing speech and pure
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background noise. Subsequently, the background noise paragraph is classified by the
trained model. The classification results depend on the accuracy of the VAD algorithm,
and the use of the VAD algorithm also causes a time delay because it is usually not able to
track the environment changes immediately [27]. This is especially true for environments
that contain continuous speech signals. Robust features can improve the performance of
the algorithm. Therefore, a multi-time resolution fusion feature based on magnitude and
phase entropy features is proposed to improve the performance of the audio classification
algorithm in the case of speech interference. Robust multi-time resolution fusion features
can be directly used for audio classification to improve the classification accuracy of a
speech-interferenced environment.

3.1. Magnitude Phase Features

The frequency spectrum can be divided into the magnitude and phase spectra. Phase
spectrum information is often considered not important and it is ignored during speech sig-
nal processing [28]. Paraskevas et al. proved that the combination of magnitude spectrum
features and phase features yields better classification results than the magnitude spectrum
features, and they demonstrated the complementary nature of magnitude and phase [29].
Therefore, band phase spectrum features are introduced to form magnitude-phase band
features with magnitude features. The corresponding band phase spectrum feature, band
phase spectrum entropy, band phase spectrum cross entropy, and band phase spectrum
relative entropy are as follows:

Pb(l) =
(phase(Fb(l)))

2

L
∑

l=1
(phase(Fb(l)))

2
(13)

Ephase(b) = −
L

∑
l=1

Pb(l)× log2(Pb(l)) (14)

Hphase( f r) =
Ephase(b)

log2L
(15)

BEphase(b) =
1

N f

N f

∑
f r=1

Hphase( f r) (16)

where phase(·) is the FFT phase spectrum of the signal.

Qb+1(l) =
(phase(Fb+1(l)))

2

L
∑

l=1
(phase(Fb+1(l)))

2
(17)

ECphase(P, Q) =
L

∑
l=1

Pb(l)× log(
1

Qb+1(l)
) (18)

HCphase( f r) =
ECphase(b)

log2L
(19)

CEphase(b) =
1

N f

N f

∑
f r=1

HCphase( f r) (20)

ERphase(P‖Q) =
L

∑
l=1

Pb(l)× log(
Pb(l)

Qb+1(l)
) (21)

HRphase( f r) =
ERphase(b)

log2L
(22)
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REphase(b) =
1

N f

N f

∑
f r=1

HRphase( f r) (23)

where BEphase, CEphase, REphase are the corresponding band phase spectrum features.
The signal band entropy, band cross entropy, and band relative entropy features of the

phase spectrum are joined to form the phase spectrum entropy-based feature, Fp.

Fp = [BEphase, REphase, CEphase] (24)

Fp and magnitude spectrum entropy-based feature constitute the magnitude-phase
feature to take advantage of their complementary nature. Compared with magnitude
feature, the magnitude phase feature has more comprehensive representation ability. The
magnitude phase feature is expressed as follows:

Fmp = [Fm, Fp] (25)

3.2. Multi-Time Resolution Fusion Feature

The feature extraction of the audio signal needs to separate the original audio into
a continuous frame signal. During the separation of the audio signal, the frame length
must be sufficiently short to ensure the stability of the signal and it must be long enough to
preserve adequate frequency components [30] Subsequently, the FFT is adopted to obtain
the frequency spectrum. During FFT, the time resolution declines with an increase in
the window function length, whereas the frequency resolution increases. The sampling
frequency of the audio signal we used in the experiment was 16 kHz. For feature extraction
from a 25 ms frame length, there were 400 points in each signal frame. Subsequently, a
512 point FFT was applied for every signal frame. The frequency resolution of the spectrum
is 16,000/512. For feature extraction from a 50 ms frame length, there are 800 points in
each signal frame. Accordingly, a 1024 point FFT was applied for every signal frame. The
frequency resolution of the spectrum is 16,000/1024. From the analysis, we observed that
for signals with a 25 ms frame length, signal information can be obtained every 25 ms.
However, the frequency information for every 16,000/512 Hz can be obtained. For signals
with a 50 ms frame length, signal information can be obtained every 50 ms. However,
frequency information for every 16,000/1024 Hz can be obtained. It was observed that
signals divided by short frame length retain detailed information in the time domain
compared with signals divided by a long frame length. Signals divided by long frame
length retain detailed information in the frequency domain compared to those divided
by a short frame length. Additionally, the features extracted from these frames can retain
the corresponding information. Therefore, features of short-term frame signals can reflect
the time characteristics in detail, and features of the long-term frame signal contain more
frequency components [31] Feature extraction from different frame lengths considers
the auditory system to receive acoustic signals on different dimensions. The multi-time
resolution fusion feature maintains the sensitivity of different information and retains the
representation ability of features in both the time and frequency domains.

During multi-time resolution fusion feature extraction, the audio signal is first framed
into short paragraphs with different window lengths. Next, the band magnitude spectrum
features and band phase spectrum features are extracted in each frame with different
frame lengths. Finally, different time resolution features are fused to form the classification
features. It is assumed that the band feature of the k-th (k = 1, 2 · · ·K) frame length is
Fmp_res(k); next, the multi-time resolution fusion feature Fmp_mul is represented as:

Fmp_mul = [Fmp_res(1), Fmp_res(2), · · · , Fmp_res(k), · · · Fmp_res(K)] (26)

A multi-time resolution fusion feature extraction flowchart is shown in Figure 3. The
process contains signal framing, Fourier transform, band feature extraction, and fusion.
The length of the frame adopted in this study was 25 ms, 50 ms, 100 ms, and 200 ms
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respectively. Features extracted from frames of different lengths were combined into
multi-time resolution fusion features.
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4. ImSEM-RF

The combination of different features can improve classification accuracy. However,
feature fusion causes the problem of dimension growth. An increase in the feature dimen-
sion significantly affects the speed of the model training and prediction. The algorithm in
hearing aid applications has limitations in terms of speed implementation. To reduce the
time complexity of model training and prediction, as well as to improve the calculation
speed and efficiency, an LDA-RF classification model is proposed. The LDA-RF model is
an improved RF algorithm based on LDA. High-dimensional features are converted into
simple features to increase the speed of model training and prediction. The ImSEM-RF
algorithm applies a robust multi-MP feature and LDA-RF classification model to improve
the performance of mixed speech environments.

4.1. LDA

LDA achieves data dimension reduction using supervised learning. For the input
audio feature datasets F_DS,

F_DS =
{
( fmp_mul1, y1), ( fmp_mul2, y2), · · · ( fmp_mulm, ym)

}
(27)

where fmp_mul is the d-dimensional audio signal feature and y corresponds to the feature
label. The sample number of the j-th class is Nj(j = 1, 2, · · · J). Fj(j = 1, 2, LJ) is the
sample collection of the j-th class. µj(j = 1, 2, · · · J) is the mean vector and Σj(j = 1, 2, · · · J)
represents the covariance matrix. Suppose the dimension of the low-dimensional space is
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dL. The corresponding basis vector is (w1, w2, · · ·wd). The matrix W is composed of a basis
vector.

The within-class scatter matrix Sw is expressed as:

Sw =
J

∑
j=1

Swj =
J

∑
j=1

∑
fmp_mul∈Fj

( fmp_mul − µj)( fmp_mul − µj)
T (28)

The between-class scatter matrix Sb is expressed as:

Sb =
J

∑
j=1

Nj(µj − µ)(µj − µ)T (29)

where µ is the mean vector for all the samples. By maximizing the between-class scatter
matrix and minimizing the within-class scatter matrix, the objective function is optimized,
and the corresponding projection matrix W is derived.

J(w) =
WTSbW
WTSwW

(30)

Each of the samples in the dataset is converted to a new sample by multiplying the
transposed matrix WT, namely f li = WT fmp_muli. f l is the corresponding low-dimensional
feature. High-dimensional features are converted to low-dimensional features to accelerate
the model training and prediction process [32–34].

4.2. ImSEM-RF Algorithm

During audio classification, the dimension of the magnitude spectrum band feature
and phase spectrum band feature is d. Features of K resolutions are adopted. Subsequently,
the dimensions of the final classification feature are 2d × K. The data change in the feature
matrix not only introduces more redundant information and noise, but also results in
an increased computation in the calculation. Thus, the model classification speed was
affected. Therefore, to address the problem of classification speed for high-dimensional
features, RF was improved by adding a linear discriminant analysis module. The LDA-RF
model can accelerate the process of training and prediction by removing redundant feature
information and noise.

The implementation of the ImSEM-RF algorithm is shown in Figure 4. The audio
classification system consisted of model training and prediction. During model training,
the input audio signal is first divided by different frame lengths. Next, the magnitude and
phase features are extracted for different frame lengths. The frame lengths used in this
study were 25, 50, 100, and 200 ms. The features were combined to represent the signal. We
used high-dimensional features to train the LDA model. Subsequently, low-dimensional
features were obtained by pre-training the LDA model. Low-dimensional features were
applied to the RF model training. Subsequently, the complete LDA-RF model was obtained.
During prediction, the corresponding features are extracted on different frame lengths, and
the trained model is used to obtain the classification results. Compared with the SEM-RF
method, multi-MP feature extraction is applied to improve the robustness of the feature and
the RF model is improved by LDA to achieve acceleration for high-dimensional features.
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5. Experimental Results

The dataset and experimental results are presented here. First, a hearing aid research
dataset for acoustic environment recognition is introduced. Next, the parameter config-
uration of the feature extraction and classification model is presented. Finally, the audio
classification result of the SEM-RF algorithm is compared with the background noise
classification algorithm in [12] In addition, the robustness of the multi-time resolution
magnitude-phase feature was verified using experiments, and the acceleration effect of
the LDA-RF model is demonstrated. The mixed-speech audio classification results of the
ImSEM-RF algorithm are presented in terms of both the accuracy improvement of robust
features and speed acceleration in the classification model.

5.1. Data Set

The experimental data were obtained from the hearing aid research dataset for acous-
tic environment recognition [17], open-sourced by the Center of Competence for Hearing
Systems in Germany. The dataset provided audio signals recorded in different acoustic
environments. Background audio signals and speech in background audio signals were ap-
plied to the experiments. Background audio signals contain seven common environments:
cocktail party, traffic, vehicle, music, quiet indoors, reverberant environment and wind
turbulence. Because the background noise in cocktail party consisted of speech signals,
the remaining six environments were mixed with speech signals to form speech in the
background audio signal. Each set of audio signals contained content received by the
left and right ears. The signal sample rate was 16,000 Hz. The signal fragment duration
was 10 s. The background audio signals from the seven environments contained 4556 sets
of binaural data, and 9112 clips. The speech in the background audio signals from six
environments contained 62,835 sets of binaural data, and 125,670 clips in total. The cocktail
party was removed when constructing speech in the background audio signal because
of the speech characteristics. After data cleaning, 80% of the data were used to train the
classification model, and the remaining data were used to test the trained model.

5.2. Experimental Setup

The algorithm [12] based on band periodicity, band entropy feature, and RF model
proved to be effective. The parameter configuration in the feature extraction and model
training is consistent with the configuration in this study. During the framing process,
the frame length was 25 ms and the overlap between adjacent frames was 0. The audio
signal was divided into eight bands in the frequency domain. The center frequencies of
the sub-bands were 500, 1500, 2500, 3500, 4500, 5500, 6500, and 7500 Hz. The bandwidth
of the sub-bands was 1000 Hz. The periodicity features in all eight bands and the entropy



Information 2022, 13, 79 11 of 15

features in all eight bands were joined to form a classification feature. Fifty estimators were
used in the RF model.

The parameter configuration of the SEM-RF algorithm is as follows. The signal
spectrum was divided into eight bands in the frequency domain during spectrum entropy
information feature extraction. The center frequencies of the sub-bands were 500, 1500,
2500, 3500, 4500, 5500, 6500, and 7500 Hz. The bandwidth of the sub-bands was 1000 Hz.
Seven band magnitude spectrum cross entropy, seven band magnitude spectrum relative
entropy, and eight band magnitude spectrum entropy features were adopted to form the
classification feature. Fifty estimators were applied to the RF classifier.

The parameter configuration of the ImSEM-RF algorithm is as follows. During the
extraction of multi-time resolution fusion features based on magnitude and phase spectrum
entropy information, a frame length of four time resolutions was adopted, and the overlap
between adjacent frames was 0. The frame lengths were 25, 50, 100, and 200 ms. During the
extraction of magnitude phase features, the corresponding phase spectrum feature, band
phase spectrum entropy, band phase spectrum cross entropy, and band phase spectrum
relative entropy were combined with the magnitude spectrum features. The other basic pa-
rameter configuration was the same as that of the SEM-RF algorithm. The high-dimensional
multi-time resolution fusion feature was projected onto a five-dimensional space using the
linear discriminant analysis module in the LDA-RF model. Fifty estimators were applied
to the RF classifier. Before training and testing the model, the missing and abnormal values
were filtered out to remove the exception feature vector in the dataset. In addition, the
dataset contained two channels of audio signals. Therefore, features Fl and Fr extracted
from the left ear and right ear channels were joined according to the method given in [35],
namely F = [Fl , Fr].

5.3. Experimental Results
5.3.1. SEM-RF Classification Results

The band magnitude spectrum entropy, band magnitude spectrum cross entropy, and
band magnitude spectrum relative entropy features were extracted from seven types of
background environment to form the band magnitude spectrum entropy information-based
feature. The RF model was adopted to train and test the dataset. The experimental SEM-RF
results were compared with the algorithm in [12], denoted as P&E RF. Table 1 summarizes
the classification results for the seven different background environments, including the
classification accuracy for every environment and for the test set. The experimental results
indicate that the proposed feature based on entropy information significantly improves the
accuracy of the classification algorithm. The classification accuracy in each environment
was improved, especially in traffic and reverberant environments. Classification accura-
cies of approximately 10% and 27% increased. The classification accuracy increased by
approximately 7% on the entire background audio signal test set. For some types of audio
signal, significant differences in the time domain were observed. For example, an indoor
environment can be quiet with sudden, small perturbations, such as appliances turning on.
For some types of audio signal, there are significant differences in the frequency domain
compared to the time domain. For example, white noise [36] is a random signal featuring
equal intensity at different frequencies, giving it a constant-power spectral density. Pink
noise or 1/f noise is a signal with a frequency spectrum such that the power spectral density
is inversely proportional to the frequency of the signal. White noise is commonly used
in the production of electronic music. Pink noise is one of the most common signals in
biological systems [37]. These two types of noise have obvious differences in frequency
domain. However, the band periodicity and band entropy features mainly show the time
domain characteristics of the audio signals. The SEM features mainly demonstrate the
frequency domain characteristics of the audio signals. The multi-MP feature demonstrates
both the frequency and time domain characteristics of the audio signals. For signals with
obvious differences in the frequency domain, these features can improve the classifica-
tion performance. In addition, the signals have different distributions in the frequency
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domain. Based on band cross entropy and band relative entropy features, the similar and
different characteristics of the probability distribution of adjacent sub-bands can be used to
distinguish audio signals. Additionally, the relation between adjacent frequency spectrum
sub-band probability distributions is an important property for classification. The SEM
feature takes advantage of the characteristics of each sub-band and the relation of adjacent
sub-band probability distribution at the same time, which improves the representation
ability of the audio signals. The reverberant environment is mainly confused with the
cocktail party and music. On one hand, in both environments, the cocktail party and rever-
berant environment, there are reverberations involved. On the other hand, the reverberant
environment dataset has the least amount of data. Owing to the small amount of data, the
classification model cannot learn enough information. An unbalanced amount of data also
makes the classification accuracy of the reverberant environment significantly lower than
that of other environments.

Table 1. Comparison of the classification results of the background audio signal dataset.

In Traffic In Vehicle Music Quiet
Indoors

Rever-
Berant Wind Cocktail

Party Test Set

P&E
RF 89.22% 96.15% 97.60% 91.09% 52.86% 89.86% 92.37% 90.99%

SEM-RF 100.00% 99.17% 99.69% 95.96% 79.59% 97.94% 96.80% 97.58%

5.3.2. ImSEM-RF Classification Results

Although the audio classification algorithm based on the band magnitude spectrum
entropy information feature achieves excellent classification accuracy in background audio
signals, there is a significant decline in classification results when the audio signal is
affected by speech. The experimental results of the band magnitude spectrum entropy
information feature in the mixed-speech environments, denoted as the SEM feature, are
summarized in Table 2. Compared with the background audio signal classification results,
the classification accuracy of the mixed-speech environment decreased by approximately
6%. The experimental results of the magnitude phase feature and multi-time resolution
fusion feature are also summarized in Table 2, denoted as MP joint feature and multi-MP
feature, respectively. An RF classifier with 50 estimators was used to test the stability of the
MP joint feature and multi-MP feature.

Table 2. Comparison of classification results of the features extracted from speech in background
audio signal dataset.

In Traffic In Vehicle Music Quiet
Indoors

Rever-
Berant Wind Test Set

SEM
feature 89.65% 91.11% 97.13% 95.42% 82.81% 88.50% 91.83%

MP joint
feature 90.51% 91.30% 98.22% 96.41% 82.62% 89.53% 92.55%

Multi-MP
feature 91.80% 94.24% 99.02% 97.25% 85.52% 93.23% 94.42%

The experimental results of the MP joint feature indicate that the classification accu-
racy is improved in all audio scenes except for the reverberant environment compared
with the SEM feature. The classification accuracy of the reverberant environment only
decreased by approximately 0.2%. Therefore, the magnitude phase spectrum feature can
enhance the stability of the signal feature, in accordance with its complementary nature.
The multi-time resolution fusion feature improves the classification accuracy in all environ-
ments. Compared with the magnitude spectrum feature using only one time resolution,
the classification accuracy of the multi-time resolution fusion features using the test set
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increases by approximately 2.6%. The experimental results indicate that the multi-time
resolution magnitude phase feature can effectively improve the classification accuracy of
background audio signal environments affected by speech.

The experimental results of the ImSEM-RF algorithm are summarized in Table 3.
Based on the multi-time resolution fusion feature dataset, the program running time
of classification model training and prediction with different numbers of estimators is
demonstrated in Figure 5. The classification results of multi-MP features using the LDA-RF
classification model, denoted as ImSEM-RF, are compared with those of multi-MP features
using the RF classification model, denoted as multi-MP-RF, to demonstrate the effectiveness
of the LDA-RF model.

Table 3. Comparison of the classification results of the improved algorithm.

In Traffic In Vehicle Music Quiet
Indoors

Rever-
Berant Wind Test Set

Multi-MP-RF 91.80% 94.24% 99.02% 97.25% 85.52% 93.23% 94.42%
ImSEM-RF 88.43% 94.05% 98.07% 94.05% 88.96% 93.28% 93.92%
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The experimental results indicate that the classification accuracy of the LDA-RF model
decreases by less than 1% compared with that of the RF model using the test set. However,
the speed of the model training and prediction significantly improves. When the number
of estimators increases from 50 to 1000, the overall program running time information,
including data import, dataset split, model training and prediction, and other processes
using Python on an Intel i7 8th gen laptop are given. The proportion of the overall program
running time of the LDA-RF/RF decreases from approximately 20% to 10%. The LDA-
RF model can effectively accelerate the classification speed of complex models while
maintaining improved accuracy compared with the RF classification model.

6. Conclusions

In this study, we present SEM-RF for background audio classification and ImSEM-
RF for mixed-speech environment classification for hearing aids. The main goal of these
methods is to improve the stability of the audio signal features and increase the classification
accuracy. First, a novel-feature SEM based on similarity and stability was introduced
to improve the classification of each audio environment. Next, the SEM features and
corresponding phase features were fused on multiple time resolutions to form a multi-MP
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feature to improve the robustness of the signal representation. Finally, the random forest
model was improved by the linear discriminant analysis method to form the LDA-RF
classification model, which achieves model acceleration. The experimental results indicate
that the proposed SEM-RF algorithm increases the classification accuracy by approximately
7% compared with the background noise classification algorithm using a random forest
tree classifier with band periodicity and band entropy features. The proposed ImSEM-RF
algorithm increases the classification accuracy by approximately 2% compared with the
SEM-RF algorithm for speech-interferenced environment. The proposed algorithms provide
accurate classification of background audio signals and speech-interferenced audio signals.

Limited computational resources in hearing aids pose challenges to machine learning
systems. Therefore, we implemented the SEM-RF algorithm and ImSEM-RF algorithm on
an Intel core i7 8th gen laptop to estimate the computational demands. We used MATLAB
to perform the feature extraction and Python to perform the model training and prediction.
The main process in SEM-RF algorithm takes less than 0.5 s for every 10 s of audio signal.
The main process in the ImSEM-RF algorithm takes less than 2 s for every 10 s of audio
signal. The feature extraction process takes up most of the time. The optimization of
computational resources is yet to be developed by researchers for real-time applications.
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