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Abstract: Target tracking has always been an important research direction in the field of computer
vision. The target tracking method based on correlation filtering has become a research hotspot
in the field of target tracking due to its efficiency and robustness. In recent years, a series of new
developments have been made in this research. However, traditional correlation filtering algorithms
cannot achieve real-time tracking in complex scenes such as illumination changes, target occlusion,
motion deformation, and motion blur due to their single characteristics and insufficient background
information. Therefore, a scale-adaptive anti-occlusion correlation filtering tracking algorithm is
proposed. First, solve the single feature problem of traditional correlation filters through feature
fusion. Secondly, the scale pyramid is introduced to solve the problem of tracking failure caused by
scale changes. In this paper, two independent filters are trained, namely the position filter and the
scale filter, to locate and scale the target, respectively. Finally, an occlusion judgment strategy is pro-
posed to improve the robustness of the algorithm in view of the tracking drift problem caused by the
occlusion of the target. In addition, the problem of insufficient background information in traditional
correlation filtering algorithms is improved by adding context-aware background information. The
experimental results show that the improved algorithm has a significant improvement in success
rate and accuracy compared when with the traditional kernel correlation filter tracking algorithm.
When the target has large scale changes or there is occlusion, the improved algorithm can still keep
stable tracking.

Keywords: target tracking; correlation filtering; feature fusion; scale adaptation; occlusion judgment;
context-aware

1. Introduction

With the continuous development and progress of modern technology, the discipline of
artificial intelligence has entered a new era, and the use of artificial intelligence technology
to replace traditional manual labor has become a development trend. Computer vision, as
an important branch of artificial intelligence, contains many kinds of technology research
for different application scenarios, and target tracking algorithm is one of the research
directions with practical significance. Target tracking usually means that the initial position
of the target is given in the first frame, and the position and shape of the tracked target
are estimated in the subsequent video sequences to obtain information about the moving
direction and trajectory of the target [1]. Its essence is to use feature extraction and feature
association techniques to match the features in different frames of images that are most
likely to belong to the same target according to the given target image, and then connect
the matched targets in the video frames to get the target’s motion trajectory and finally
achieve target tracking. The research and application of target tracking methods, as an
important branch of computer vision, is widely used in various fields such as autonomous
driving, intelligent video surveillance, medical care, and military [2].

Although the target tracking algorithm based on correlation filtering has made great
progress, there are still some problems to be solved:
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(1) During the movement of the target (a variety of factors can affect the performance and
efficiency of the tracking algorithm) the algorithm must not only solve the target itself
by the light, deformation, and rapid movement brought about by the interference,
but also to solve the target by obstacles or even by other targets partially obscured or
completely obscured. Furthermore, in some image sequences the target moved out of
the field of view, in the actual application scenario there may also be complex climate
conditions change, excessive external noise and other factors of interference. These
are the main technical challenges of the current tracking algorithms to ensure tracking
accuracy while taking into account the real-time tracking performance;

(2) Model update strategy and update interval selection problem: if the update is too
frequent, it will lead to a large amount of model computation and thus affect the
real-time problem, and may lead to the loss of some feature information; if the update
is too slow, there may be a drift of the tracking frame caused by feature changes
occurring too quickly;

(3) Search box size selection problem: If the search box is too small, it is not easy to
detect fast-moving targets; if the search box is too large, it will introduce a lot of
useless background information, and even some backgrounds similar to the target
will interfere with the target tracking process, leading to the degradation of the model
and the phenomenon of tracking drift.

In order to better deal with these problems, this paper proposes a new algorithm. Our
main contributions can be summarized as follows:

(1) For the defects of single features, a serial feature fusion strategy is used to fuse
multiple features for feature extraction;

(2) A scale adaptation strategy is proposed for the target frame size fixation problem to
cope with the large deformation of the target during the tracking process;

(3) To address the problem of contamination of the extracted target appearance features
due to occlusion, an anti-occlusion detection model update strategy is proposed;

(4) For some complex application scenarios, the discriminative power is enhanced by
adding contextual information blocks.

2. Related Work

In 2010, Bolme et al. [3] proposed the Minimized Output Sum of Squared Error
(MOSSE) model in their CVPR work, which first used the correlation filter class algorithm
for target tracking and achieved a breakthrough in tracking speed, and subsequently, more
and more tracking algorithms have been improved on this basis. CSK [4] introduced
circular matrix and kernel function to improve the operation rate, and CN [5] color features
extended CSK as a multi-channel color tracker and combined with adaptive dimensionality
reduction strategy to improve the performance of the algorithm while reducing the compu-
tational cost. Henriques et al. proposed a new kernelized correlation filter KCF (Kernelized
Correlation Filter) [6] based on CSK, which adds a circular matrix to alleviate the effect of
the few learning samples, extending single-channel features to multi-channel directional
gradient histogram features, using the gradient information of the image to improve the
performance of the algorithm. Besides, learning the target detector by ridge regression
results in a faster tracking speed. However, the algorithm fixes the target size, tracking is
not robust when scale changes occur, and the circular matrix is prone to boundary effects.
In 2015, Denelljan’s team designed a spatially regularized discriminative correlation filter
SRDCF [7] for tracking, which not only suppresses the background response and expands
the search, but also solves the boundary effect problem of the KCF algorithm to obtain
better performance in complex background scenes. However, the algorithm only has a
speed of only four FPS and cannot perform real-time tracking. Since then, after years of
research by domestic and foreign researchers, a large number of classical and excellent
algorithms have emerged, and there are many practical applications in engineering projects.

However, due to many interference factors such as various motions of objects in reality
and changes in the background, the current tracking algorithms are far from being able
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to meet the needs of practical applications in terms of accuracy, robustness and real-time
performance, and still face a series of challenges. Wu et al. summarized these difficulties
caused in the OTB100 dataset as deformation, illumination changes, fast movement, back-
ground interference, rotation, scale changes, and occlusion [8]. For existing target tracking
algorithms, few can deal with both background changes and target changes at the same
time, so how to establish a stable target appearance model to cope with these difficulties is
still the focus and difficulty of future research. Naiyan Wang et al. [9] divided a tracking
system into five parts: motion model, feature extraction, observation model, model update,
and integration method.

Among them, the motion model mainly describes the motion trend and motion state
information of the target to be tracked in the continuous image sequence, and the model
generates some candidate regions or bounding boxes that may contain the target object in
the current frame. The model is commonly used in algorithms such as particle filtering [10]
and Kalman filtering [11]; the apparent model is an algorithm used to extract the features
of the target image to be tracked by calculating the similarity between image features to
mark out the same target in different images, and then connect these matching targets to
obtain the motion trajectory of the target, and finally achieve the purpose of tracking; the
role of the observation model is to predict the state of the target based on the candidate
states provided by the apparent and motion models, and most tracking methods focus on
the design of this part; the model update is mainly for the update of appearance model
and motion model to adapt to the change of the target appearance and prevent drift in the
tracking process; the integrated approach is beneficial to improve the prediction accuracy
of the model and is often seen as an effective means to improve tracking accuracy. Inspired
by this, we improve the original KCF algorithm in terms of motion model, apparent model,
and model update mainly for single feature, scale change, sample problem, and target
occlusion problem to improve the accuracy and robustness of the associated filtered target
tracking algorithm.

3. Analysis of KCF Algorithm
3.1. Ridge Regression

The KCF algorithm extends single-channel features to multi-channel HOG features,
using the gradient information of the image to improve the performance of the algorithm.
It employs ridge regression and circular matrix in the matrix operation process, which
effectively reduces the computational effort.

In order to solve the problem of insufficient training samples, the KCF algorithm
constructs the training sample set (xi, yi) of the filter from around the target by a cyclic
shift method. The sample training process is actually a ridge regression problem, and
the minimum generation mean square error of the trainer can be constructed by the least-
squares method as follows:

min
w

n

∑
i=1

( f (xi)− yi)
2 + λ‖w‖2 (1)

in which f (xi) = wTxi, where w denotes the weights of the coefficients and λ is the
regularization parameter to prevent overfitting. Simplification in the frequency domain
using the Fourier transform leads to w = ∑

i
αi ϕ(xi), where ϕ(xi) denotes the mapping

function.
The closed-form solution of the ridge regression can be obtained as:

α = (k + λI)−1y

where α denotes the solution in the dyadic space, k is the kernel matrix, and I is the unit
matrix.
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3.2. Model Updates

To meet the changes in the target tracking process, the appearance model x and the
classifier coefficients α need to be updated in real-time, and the model update formula is
as follows:

xi = (1− η)xi−1 + ηxi
αi = (1− η)αi−1 + ηαi

(2)

where xi and xi−1 are the target feature models of the current frame and the previous
frame, respectively, α and αi−1 denote the coefficient matrices of the current frame and the
previous frame and η is the learning coefficient.

4. Improved KCF Algorithm
4.1. Overall Flow of the Algorithm

The overall flow of the algorithm in this paper is as follows: (1) Input image containing
the target image and its surrounding contextual background information; (2) Extracting
manual features HOG, CN, Gray, fusing them and obtaining the fused features; (3) Bringing
the fused features into the KCF algorithm to calculate the location and multi-scale response,
where the optimal scale of the target is obtained using the scale pyramid approach; (4) To
avoid the tracking drift problem caused by the update of wrong frames during the tracking
process, we adopt an anti-occlusion detection strategy to update the corresponding model
only for the images that meet the requirements. (5) An efficient correlation operation is
performed by using the Discrete Fourier Transform (DFT). The response graph is obtained
through the inverse Fourier transform (IFFT). The position of the maximum response score
is the new position and the best scale of the target in the current frame, then the relevant
filter is updated accordingly. The specific flow chart is shown in Figure 1.
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4.2. Feature Extraction Based on Multi-Feature Fusion

Currently, the main manual features used in tracking algorithms are color features,
grayscale features, directional gradient histogram features, texture features and shape
features, etc. These features quantify and describe some information of the image from
different perspectives, and the expressiveness of the resulting feature operators varies.

KCF extracts the HOG features by calculating the target direction gradient histogram,
which mainly describes the edge information of the target [12]. More than this, it can better
cope with scenarios such as background color interference, background chaos and com-
plexity. However, the expressiveness of this feature decreases when the target undergoes
complex conditions such as deformation, image blurring, and rotation. The CN feature
has a better tracking effect for motion blur, light intensity change, background confusion,
etc., however, shows poor performance for similar color interference. Gray feature has low
computational complexity and fast computing speed. However, it is difficult to achieve
accurate tracking in most cases. Feature extraction is one of the key links in the process
of target tracking. If there is only a single feature, when the scene changes in the process
of tracking, the single feature may not be able to cope with the complex scene changes
and become invalid or unreliable. And multi-feature fusion can effectively deal with this
situation. The fused features improve the performance of the tracking algorithm by using
the complementarity between multiple features. Even when a feature is unreliable, the com-
plementary features are still effective. Through this way, the target location and tracking
can be completed in most cases. The feature fusion methods mainly include serial fusion
and parallel fusion. Among them, the serial fusion strategy can effectively identify the
profile information of the target and eliminate most of the redundant information, so that
the fusion observation function has a higher confidence, which would improve tracking
accuracy and real-time performance. Therefore, we use the serial feature fusion strategy
to fuse HOG + CN + Gray features for feature extraction. When serial feature fusion is
performed, let the two features, S(A dimension) and T(B dimension), be defined on the
same space where A and B are the dimensions of the two features, respectively, then the
dimensionality of the features after using serial feature fusion is A + B dimension [13]. To
address the shortcomings of single features, the specific steps of our proposed serial feature
fusion are as follows:

Extract manual features, where the channel numbers of Gray feature, CN feature, and
HOG feature are 1, 10, and 31, respectively:

(1) Serial fusion of these features is performed to obtain a total number of 42 feature
channels;

(2) The feature maps of these 42 channels are pixel summed to obtain a single channel
manual feature map;

(3) The obtained manual features are adjusted to the same size to get the final fused
features.

The experimental results show that the use of feature serial fusion strategy can realize
the complementary advantages between different features, effectively solve the shortcom-
ings of single feature discrimination performance, and achieve better performance under
the condition that feature extraction is not time-consuming.

4.3. Scale Adaptive Evaluation

Robust scale estimation has been a challenging problem in the field of visual target
tracking. In the traditional correlation filter tracking algorithm, a fixed size sampled
selection frame is used, the algorithm always uses the same size selection frame for image
feature extraction during the target tracking of the video sequence. Fixed checkboxes
are difficult to adapt to changes in the scale of the target, and if the target area becomes
larger, the tracking box cannot fully contain the target, resulting in the absence of some
information about the target. When the target area becomes larger, the tracking frame
contains not only the information of the target but also the background information of
the target, which can lead to the inclusion of too much interference information in the
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tracking frame [14] and affect the robustness of the tracking results. This paper proposes
an improved scheme for this problem of scale variation, that is, the scale estimation is
carried out by introducing the scale pyramid [15], and the scale and position of the target
are calculated independently. The center position of the target is first determined, and then
33 kinds of scales are performed on its basis. The specific steps of scale adaptation are as
follows:

In order to adapt to the scale change of the target, it is necessary to select a series of
samples to construct the scale pyramid, and the scale of the samples is selected as:

anP× anR, n ∈
{
−S− 1

2
, . . . ,

S− 1
2

}
(3)

where a = 1.02 is the scale factor and S = 33 is the number of images of different scales. P
and R are the width and height of the target window in the previous frame, respectively. To
avoid the image sampling being too large to affect the calculation speed, these 33 images of
different scale sizes are adjusted to a uniform size, and then their features are calculated
separately. The minimum loss function is constructed and the scaled filter model is solved
as follows:

ε = ‖
d

∑
l=1

hl × f l − g‖2 + λ
d

∑
l=1
‖hl‖2 (4)

where g is the desired correlation output and the parameter λ ≥ 0 controls the effect of the
regularization term.

Solving the above equation yields the filter as:

Hl =
GFl

∑d
k=1 FkFk + λ

(5)

According to the filter obtained from training, the FHOG features of different scale
images are extracted in the next frame with the target point as the center, and the extracted
FHOG features are concatenated into a two-dimensional matrix to obtain the scale feature
vector Z. The filter is then used to discriminate and obtain the scale response ys:

ys = F−1

{
∑d

l=1 AlZl

B + λ

}
(6)

The scale with the largest response value is selected as the best target scale. After
getting the best scale, the model needs to be updated to accommodate the change in scale.
Updating the numerator At and denominator Bt of the associated filter H separately:

At = (1− η)At−1 + ηGtFt

Bt = (1− η)Bt−1 + η
d
∑

k=1
Ft

kFt
k (7)

Among them, η is a learning rate parameter.

4.4. Model Update Strategy

In the target tracking algorithm, in addition to feature extraction and scale estima-
tion [16–18], the model update mechanism is also a very important part. In the process of
the model update, judging the occlusion of the target has always been a big problem in the
field of visual tracking. During the tracking process, when occlusion occurs, the extracted
target appearance features will be contaminated and the target tracking model will have
different degrees of tracking drift, such as drifting to other similar objects in the background,
which will lead to the failure of tracking results. KCF is updated frame-by-frame without
the determination of the reliability of tracking results. Each tracking target corresponds
to a Gaussian label response, and the response map oscillates gently when the target is
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not occluded, and, conversely, oscillates violently with multiple peaks when the target is
occluded.

We introduce the APCE occlusion discrimination strategy proposed by Wang et al.
in the literature [19] to address the problem of easy tracking failure when the target is
occluded.

APCE =
|Fmax − Fmin|2

mean

(
∑
w,h

(Fw,h − Fmin)2

) (8)

Where Fmax represents the peak value of the response map, Fmin is the minimum
value of the response map, and Fw,h denotes the response value at the (w,h) position. The
APCE criterion can reflect the degree of oscillation of the response map. When the target is
not obscured, the APCE value will be relatively large, and its peak will be a single peak
with a more prominent peak. When the target is occluded or lost, the response peak will
be reduced, or even multiple peak points will appear, which will make the APCE value
decrease. In the proposed filter update, it is considered that the model is updated only
when both the APCE and the response peak Fmax are greater than the historical mean by
a certain ratio, and the filter is not updated whenever either of the two conditions is not
satisfied. This reduces the number of model updates necessary to achieve acceleration
and also reduces the problem of filter corruption due to the introduction of too much
background information.

4.5. Context-Aware Correlation Filters

The traditional correlation filtering target tracking algorithm is limited by the cosine
window and search area so that the correlation filtering template does not learn much
background information, and the tracking effect will be limited when the target has de-
formation, occlusion, fast motion, etc., resulting in tracking loss. For example, the KCF
algorithm considers that the samples obtained after circular shifting are approximately
equal to the real samples, which not only results in little background information being
learned, but also causes the problem of sample redundancy. To address this problem, this
article refers to the framework proposed by the CACF algorithm [20] to add more con-
textual background information and include this contextual information into the learned
filters. Figure 2 compares the traditional correlation filtering method with our method of
adding contextual background information.
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As can be seen from Figure 2, in the training phase, after adding a context to the
top, bottom, left, and right of the target, the response map has less interference and
better discriminative ability. The tracking is still very effective after the target has been
significantly rotated.

min
w
‖A0w− y‖2

2 + λ1‖w‖2
2 (9)

where A0 denotes the matrix obtained by cyclic shifting for a given image block. Adding
the above equation to the background penalty term yields:

min
w
‖A0w− y‖2

2 + λ1‖w‖2
2 + λ2

k

∑
i=1
‖Aiw‖2

2 (10)
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where Ai denotes the circular matrix composed of context blocks Ai, with the middle A0
marked as positive samples and the nearby context regions Ai marked as negative samples.
A penalty term is added to make the response as small as possible when the template w to
be trained does correlation with Ai.

5. Experimental Results and Analysis
5.1. Experimental Environment and Configuration

The software platforms we used were MATLAB_2019b and vs2019; the hardware
configuration was: Intel(R) Core(TM) i7-10750H CPU @ 2.60 GHz 2.59 GHz processor
with 8 G RAM. The graphics card is NVIDIA GeForce GTX 1660 Ti; the operating system
environment is Ubuntu 16.04 and windows 10 dual system. The experimental parameters
are set as follows: The regularization factor lambda1 = 0.0001 lambda2 = 0.5, the learning
rate of the filter is 0.015, the learning rate of the scale filter is 0.025, the padding size is
1.7,γ1 = 0.4, γ2 = 0.6, the scale pool size is 33, and the scale benchmark factor is 1.02.

5.2. Evaluation Indicators

To make a uniform comparison of the accuracy of all tracking algorithms, we use the
publicly available dataset OTB-2015, which contains 100 video sequences with 11 possible
complications during target tracking: scale variation (SV), shift out of field of view (OV),
low resolution (LR), background clutter (BC), occlusion (OCC), in-plane rotation (IPR),
out-of-plane rotation (OPR), deformation (DEF), fast movement (FM), motion blur (MB),
and illumination variation (IV). One-Pass Evaluation (OPE) was performed using Overlap
Precision (OP) and Distance Precision (DP) metrics. Overlap accuracy (OP) is the ratio
of the number of video frames whose overlap between the indicator note frame and the
tracking prediction frame is greater than a certain threshold to the total number of video
frames currently being tracked. The center position error CLE is the Euclidean distance
between the center of the true labeled frame (xb, yb) and the center of the predicted frame
(xc, yc):

CLE =

√
(xb, yb)

2 + (xc, yc)
2 (11)

Distance accuracy DP is the ratio of the number of video frames whose center position
error CLE is less than a set threshold to the total number of video frames. We have an
overlap success rate threshold of 0.5 and a distance accuracy threshold of 20 pixels.

5.3. Quantitative Analysis

In this section, our improved scale-adaptive anti-occlusion correlation filter algorithm
SACF (containing three improvements of feature fusion, scale adaption, and model update)
and scale-adaptive anti-occlusion correlation filter for context-aware SACF_CA (containing
four improvements of feature fusion, scale adaption, model update, and context-aware)
are compared with several current classical correlation filter target tracking algorithms,
including several algorithms of KCF, DSST, CSK, CT, SAMF, TLD, and the comparison
chart is as Figure 3:

Under the aforementioned hardware and software experimental conditions, the aver-
age FPS of our proposed improved algorithm SACF is 70.138. As can be seen from Figure 3,
the algorithm in this paper ranks first among all algorithms in tracking accuracy and
second among all algorithms in tracking success rate, second only to SAMF algorithm. The
tracking accuracy and success rate are improved by 6.2% and 5.9%, respectively, compared
with the original KCF algorithm, the tracking accuracy reaches 79.9% and the success rate
reaches 67%. The proposed improved algorithm SACF_CA has a tracking accuracy of
78.7%, which ranks second among all algorithms, a success rate of 65.4%, which ranks third
among all algorithms, which improves the tracking accuracy and success rate by 5% and
4.3%, respectively, compared to the original algorithm.
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Figure 3. Distance accuracy and success rate curves of eight algorithms in OTB-2015. (a) Location
error threshold. (b) Overlap threshold.

We compare the tracking performance on problems such as in-plane rotation, out-of-
plane rotation, occlusion, fast motion, background interference, deformation, illumination
change, and scale change frequently encountered in the target tracking process, and the
corresponding accuracy and success rate comparison curves are shown below.

It can be seen from Figure 4, both of our proposed algorithms, SACF and SACF_CA,
have high tracking accuracy and tracking robustness in some specific real-world complex
scenarios. Among them, SACF_CA is very robust in complex video sequences such as
deformation, lighting changes, and motion blur.
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The performance comparison of six algorithms and the DP values under different
scene attributes are given in Tables 1 and 2, respectively, and the values in bold are the
optimal values.

Table 1. Performance comparison of six algorithms.

Algorithm CSK KCF DSST SACF(ours) SACF_CA(ours) SAMF

Mean DP 0.545 0.737 0.408 0.799 0.787 0.786
Mean OP 0.433 0.611 0.317 0.670 0.654 0.737
Mean FPS 297.765 169.72 63.854 70.138 43.062 15.346

Table 2. DP values of the six algorithms for different scene attributes.

CSK KCF DSST SACF(ours) SACF_CA(ours) SAMF

IV 0.481 0.712 0.383 0.727 0.731 0.724
MB 0.342 0.611 0.435 0.560 0.648 0.621
SV 0.503 0.667 0.373 0.743 0.727 0.729
OV 0.379 0.555 0.293 0.726 0.751 0.729
LR 0.411 0.379 0.360 0.475 0.616 0.520
BC 0.585 0.725 0.441 0.781 0.728 0.700

OCC 0.500 0.740 0.377 0.789 0.826 0.808
IPR 0.547 0.727 0.414 0.764 0.761 0.749
OPR 0.540 0.721 0.388 0.795 0.779 0.768
DEF 0.476 0.745 0.378 0.809 0.839 0.823
FM 0.381 0.574 0.457 0.637 0.667 0.646

Table 1 compares the proposed SACF method and SACF_CA with the most advanced
HOG-based tracker on the OTB2015 dataset. It can be seen from the experimental results
that the proposed SACF method obtains the highest average distance accuracy value on
the OTB2015 dataset, reaching 0.799, and the DP value of the SACF_CA method is second
only to SACF, which is 0.787. Among the six trackers, the SAMF method has the highest
average overlap rate, followed by our method. In terms of average tracking speed, the CSK
method has the fastest tracking speed, reaching 297.765, and KCF’s FPS ranks second. The
real-time tracking speeds of the two trackers proposed in this paper, SACF and SACF_CA,
are 70.138 and 43.062, respectively. The average tracking speed of SAMF is only 15.346.

As can be seen from Table 2, the six top-ranked algorithms are compared in terms of DP
values for 11 complex scenarios, among them, this article proposed improved algorithms
rank in the top two and outperform the other algorithms overall. It shows that proposed
algorithms not only improves the tracker’s resistance to occlusion and deformation but
also has strong robustness to various other types of interference and can adapt to various
complex application scenarios.

5.4. Qualitative Analysis

To demonstrate more intuitively the effectiveness of our algorithm in real scenarios, in
our experiments we extracted several sets of representative video sequences for comparison,
and compared our proposed algorithm SACF with SACF_CA and four classical algorithms
DSST, KCF, SAMF, and TLD, as shown in Figure 5.
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Among them, the first two groups of video sequences have the interference of illumi-
nation changes and cluttered backgrounds, the third and fourth groups have occlusions,
and the fifth group has large scale changes. In the sixth group of video sequences, there
are various interferences such as occlusion, background confusion, motion blur, etc. It can
be seen from the first two video sequences that the two algorithms SACF and SACF_CA
proposed in this paper can resist the interference of the cluttered background and can
accurately locate the target when the illumination changes or the target is disturbed by
the background chaos, followed by TLD, and KCF loses the target. When the target is oc-
cluded, it can be divided into partial occlusion and full occlusion according to the degree of
occlusion. In Figure 5, the coke test sequence has long-term total occlusion between frames
177 and 349, while the woman test sequence has short-term occlusion from 135 frame to
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145 frame. Both algorithms proposed in this paper can track the target smoothly, even in the
woman sequence, SACF_CA algorithm has a short drift, it can still relocate and track the
target at the 145th frame. Although there are many complex situations such as background
clutter and motion blur in the soccer video sequence, the SACF algorithm can still resist all
kinds of interferences, which shows good robustness, and correctly represents the target.
The experimental results show that the improved algorithms proposed in this paper can
cope well with various complex practical application scenarios.

6. Conclusions

The improved algorithm adaptively updates the tracking frame size by fusing the
directional gradient histogram, grayscale, and color features, and adding adaptive scale
analysis to the targets that are prone to deformation during tracking, while performing
some processing on the input samples. It is worth mentioning that for the occlusion
interference factor, the model update mechanism proposed in this paper can cope well
with the occlusion of the target. The filter is not updated when it detects that the target is
occluded, which reduces the tracking drift caused by the contamination of the filter template
by the background information to a certain extent. The validation results on the OTB2015
dataset show that compared with the original algorithm, our algorithm improves 6.2% and
5.9% in tracking accuracy and success rate, respectively, with higher tracking accuracy and
robustness, and the improved algorithm also has stronger robustness compared to some
classical mainstream algorithms in correlated filtered target tracking.
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