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Abstract: Modern technology and the digitisation era accelerated the pace of data generation and
collection for various purposes. The orchestration of such data is a daily challenge faced by even
experienced professional users in the context of Internet of Things (IoT)-enabled environments,
especially when it comes to cybersecurity and privacy risks. This article presents the application of a
user-centric process for the visualisation of automated decision making security interventions. The
user interface (UI) development was guided by iterative feedback collection from user studies on the
visualisation of a dynamic risk assessment (DRA)-based security solution for regular lay users. The
methodology we applied starts with the definition of the methodological process to map possible
technical actions to related usable actions. The definition and refinement of the user interface (UI)
was controlled by the survey feedback loop from end user studies on their general technological
knowledge, experience with smart homes, cybersecurity awareness and privacy preservation needs.
We continuously improved the visualisation interfaces for configuring a cybersecurity solution and
adjusting usable transparency of the control and monitoring of the dynamic risk assessment (DRA).
For this purpose, we have designed, developed and validated a decision tree workflow and showed
the evolution of the interfaces through various stages of the real-life trials executed under European
H2020 project GHOST.

Keywords: usable security; IoT; smart home; security; privacy; risk assessment; user-centric development

1. Introduction

The IoT is a powerful emerging technology that has been developed to make the home
environment smarter and more secure, connected and automated [1], although the tech-
nologies supporting smart home functionalities ushered in new daunting cybersecurity and
privacy challenges [2]. While security became one of the first priorities in software develop-
ment, a multitude of challenges were identified by developers experiencing difficulties in
integrating security principles into the designs and structures of their implementations [3].
Consequently, an eager need for tools providing visibility of cyber risks and threats has been
raised in parallel with the deployment of cutting-edge smart homes [4]. For that matter,
dynamic risk assessment (DRA)-based tools are foreseen to allow smart home users to take
control and make appropriate decisions regarding the existing cybersecurity and privacy
risks [5]. Such technology intends to automate threat identification and provide control and
monitoring features for mitigation any detected risks. However, DRA’s prevalence depends
on how its user interface (UI) is tweaked based on user feedback and involvement.
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Professional cybersecurity analytics tools have evolved tremendously in the last
decade. Previously, many tools were developed for security analysts but mainly contained
tables and text, being intended for professional use only. However, recent advancements
demonstrate that data visualisation tools for information retrieval (IR) have completely
changed security, as they enable users and analysts to understand information about their
network security more easily [6].

Nevertheless, the usability aspects are often neglected. Poor usability of cybersecurity
solutions tends to be the effect of security constraints. Finding the right trade-off between
usability and security or preferably integrating the usability and security requirements
is part of a major research challenge which has recently been raised by scholars [7]. For
instance, user-centred approaches are recommended as a means to accomplish usable
security [8], while definition of the objectives for both security and usability is suggested
as a way to decide on the right balance between the two [9]. Understanding security and
usability collectively is recognised as a critical factor for the successful development, imple-
mentation and usage of an information system (ISys), according to Andriotis et al. [10]. As
far as the IoT is concerned, usability is among the major research challenges identified [11].
Consecutively, we have observed a growth in privacy concerns as IoT device manufacturers
for the smart home are acquired by large corporations such as Google [12]. The most recent
research suggests new usable security frameworks, particularly for modelling security
and privacy risks in smart homes at the consumer level. For example, the framework
presented in [13] aims to support home users with a highly usable security decision sup-
port tool. However, it still needs to address improvements in usability and scalability and
validate the real utility offered to the user.

Existing cybersecurity solutions tend to provide increased protection at the expense
of usability [9,14], a choice that typically backfires in practice because of end user demo-
tivation due to poor usability, leading to even weaker protection. On the contrary, our
implementation targets achieving a substantial increase in usability with minimal security
trade-offs. To realise this ambition, we have adopted a threefold strategy that builds upon
extensive automation (minimising security-related user interactions), user motivation and
building trust.

Our work was performed under the umbrella of the GHOST project, offering a
smart home cybersecurity software solution (https://cordis.europa.eu/project/id/740923,
accessed on 31 March 2022). The GHOST solution is a cybersecurity framework built up
from a series of software modules, each with their distinctive functionality, forming an exe-
cution chain consisting of analysing network traffic, detecting anomalies, determining risks,
identifying the threats, providing mitigation strategies, performing automated decisions
and ultimately informing and offering control to the end user [15]. Within the GHOST
project, deployment of the solution was conducted in several countries directly to home
users. Through two different manufacturers and service providers, a home gateway was
installed upon which the solution was integrated into their proprietary software services.
Both gateways were ARM processor-based. One was custom fabricated, and the other was
based on a Raspberry Pi 3. The work presented in this paper is part of the last sequence in
the execution chain, namely automating mitigation decisions and informing the end user.
It therefore directly follows up the research on risk assessment (RA) [5], which serves as an
input to this work.

Another noteworthy part of the research inputs are the usability studies [16–18]
performed to investigate how to optimally bring security- and privacy-related information,
which tends to be technical in nature, to the lay users. These studies focus on the perception
of the user towards cybersecurity and privacy risks. The general finding on privacy risk
perception is that lay users have a vague understanding due to not being affected in a
direct, perceivable manner. Through a scientific approach, we investigated and provided
a solution on how to translate and map the technical actions to usable actions. Technical
actions are the actions that can be performed to mitigate a problem, whereas usable actions
are actions intended to be presented to the user as part of the GHOST solution. As several

https://cordis.europa.eu/project/id/740923
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technical actions may be automated, depending on the situation, different strategies may
be used for mapping to the appropriate usable action.

This article aims to reply to the following research questions:

RQ 1. What are the limitations to automating technical actions in case of detected risk exposure in
the scope of the threat landscape specific to smart home environments?

RQ 2. How can these technical actions be translated to the lay user, assuring high usability and
efficient cybersecurity?

RQ 3. Can we have equally engaged lay users with different security and privacy perception and
risk acceptance?

Our added value and contributions can be summarised as follows:

• Define and demonstrate the methodological process for mapping technical actions to
usable and automatable mitigation techniques;

• Test our model in a smart home environment and present the results found based on
an interactive user-centric approach;

• Design a decision tree conceptualisation by exploring the perception of the end users
regarding security, privacy-related risks and the associated Information Retrieval (IR)
methods in the context of usable security;

• Implement the decision tree model as a result of our research and translate it into a
final set of decision-making monitor and control user interfaces (UIs).

The remainder of this paper is structured as follows. Section 2 discusses the related
work. Section 3 presents the research method, describing the six phases of the ‘User
Actions Mapping’ methodology depicted in Figure 1. Section 4 explores the threat vectors
applicable to smart home ecosystems. Section 5 maps the threats to technical actions as
required by phase two and three of the methodology. Section 6 incorporates dynamic risk
assessment (DRA), as part of the fourth phase, into our design to dynamically evaluate the
cybersecurity risks. Section 7 focuses on the two final phases, implementing a decision tree
conceptualisation and presenting the interface results. Finally, Section 8 presents an analysis
on research questions and highlights the challenges and future orientations, followed by
Section 9, which concludes the paper.

2. Related Work

The focus of our work is the development of a reusable framework to map technical
risk mitigation actions to usable user interfaces (UIs). However, such mapping implies
a deep understanding of all intermediary steps from attack identification and mitigation
to usability aspects and human factor inclusion in the design of the User Interface (UI).
Therefore, the focus lies on four interrelated fields of research, starting from the existing
usability recommendations in the security domain, their applicability in terms of a lay
user’s risk perception, tailoring those risks into threat consequence mitigation and finally
the inclusion of the user in the whole process of developing the final solution.

2.1. Security Usability Guidelines

The foundation work on the guidelines for secure interaction design widely applied in
real-life products was provided by Yee [19]. It is grouped into three pillars, each providing
more fine-grained recommendations on the design of the interfaces:

• General principles: relies on the path of least resistance and appropriate boundaries;
• Actor-ability state maintenance: achieved by explicit authorisation, visibility, revoca-

bility and expected ability;
• Communication with the user: accomplished with a trusted path, identifiability,

expressiveness and clarity.
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However, usable security offers much more than graphical interfaces. It addresses how
people think about and use computer systems. The authors of [20] attempted to analyse
three organisational case studies, aiming at improving their security products. They have
observed that usability is never a priority for the development of new products, and it
was mostly introduced due to customer’s complaints. Furthermore, usable security is not
seen as a quality improvement property, and its definition differs from one organisation
to another. In addition, there are no clearly defined evaluation criteria for usability, and
therefore, developers are not capable of delivering usability, as they lack understanding
of its impact on the end users’ performance. Based on these findings, the authors raise
an open question: ‘Does risk-based security make security more usable than compliance-based
security?’.

Balfanz et al. [21] provided lessons extracted from their work while building a usable
security solution. First, one cannot retrofit usable security; instead, the interaction principles
should be changed at the core of the product. This hinders the need for end user inclusion in
the whole design and the development process of the security product. Second, developers
should be careful about the front-end UI layers of the application design. If a security
feature prevents the user from accomplishing a certain task without being exposed to
what is happening within the system of their device, then that security feature is likely
to be turned off completely due to a lack of comprehension. To that end, transparent and
understandable control functionality of the security software solution is highly necessary.
Finally, security expertise should not outweigh the end user’s needs.

In terms of the usability measurement techniques, Atzeni et al. [22] proposed consid-
ering the following characteristics: effectiveness, satisfaction, accuracy, efficiency, memora-
bility and knowledge. However, the authors stressed that such measurements should not
be utilised on their own as they stand but in a comparative manner from the improvement
perspective. This leads to the need for an iterative design process and thus to continuously
improving the usability.

2.2. Security and Privacy Risk Perception

Gerber et al. [17] performed a study on privacy risk perception in three distinct
domains: online social networks, smart homes and smart healthcare. Their findings pointed
to a common lack of understanding of the consequences of risk exposure. More specifically,
they evaluated the differences between perception of the abstract and specific risk scenarios
related to cyber risks. A proposition of the design of a risk perception intervention to
raise the security and privacy threats attitude, specifically in the smart home environment,
was advanced in the follow-up work [18]. Their proposed intervention targets vision
enhancement for the smart home as a whole.

Another study was run by Barbosa et al. [23] to understand the smart home device
adoption limitation factors. The researchers identified three clusters of consumers. For
the first category—affordability-oriented—the primary criteria were the actual prices of
the desired devices. The second cluster’s representatives—privacy-oriented—prioritised
personal data preservation politics. The final group of consumers—reliability-oriented—
were guided mostly by the assessment of the devices’ functionality. Similarly, Emami-
Naeini et al. [24] studied IoT security and privacy labels by utilising a layered approach for
information visualisation in the context of smart home device acceptability barriers for lay
users. Interestingly, they confirmed the known phenomenon of the Privacy Paradox, which
is an observation of the discrepancy between privacy concerns and the actions taken to
mitigate those concerns.

The end user perception of the IoT data field practices and associated risks was
analysed in an interview-based study [25]. The authors claimed that the results indicate
differences in how the lay user mentally models risks and protection behaviour, highly
depending on their background and experience. This implies the need for designing an
adoptable UI to suit the diverse needs and support distinct perceptions of the end users.
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More specifically, a set of recommendations is derived from this work, highlighting the
need for transparent controls and educating regular citizens about the involved risks.

2.3. Risk Assessment for Threat Mitigation as a Usability Improvement

As outlined by Bugeja et al. [26], the smart home domain is fulfilled by the security- and
privacy-related challenges dictated by three conceptual sources: devices, communication
channels and services provided. This survey also served as a basis for the derivation of the
threat landscape applicable to our methodology, which is further described in Section 4.
The authors also stressed the need for empirical risk evaluation methods to facilitate and
improve the usability of cybersecurity solutions for lay users.

To have a better understanding of the current threat landscape in IoT-enabled systems,
a honeypot-based environment was deployed by researchers to capture the most recent
snapshot of the existing risks [27]. The outcome of their 6-month experiment confirms the
relevance of traditional cyberattacks in smart home environments.

Interview-based research was accomplished by Haney et al. [28] to identify the cur-
rently available and used in practice mitigation techniques for non-technical end users for
security and privacy risks in smart home environments. The resulting conclusion clearly
demonstrates the lack of available tools even for more technology-savvy users. A set of
guidelines was derived from this study, pointing to the emerging need for data collec-
tion and cybersecurity transparency, privacy and security controls and general assistance
availability for lay users.

2.4. User-Centric Approaches

The experience-centred approach in privacy and security technologies was developed
by Dunphy et al. [29]. The value and necessity of the proposed approach are argued to
be encouraged by the changing context in which the technology is to be deployed. More
specifically, the authors demonstrated three use cases, with each outlining a different
approach but permitting the establishment od findings that other methods would not be
able to capture:

• Collage building: enables the end user to be in charge of the engagement method and
the extent of their contribution and experience sharing;

• Questionable concepts: facilitates the expression of opinions as provocative concepts
are proposed by the designers;

• Digital portraits: permits establishing trust between participating parties.

All three methods are applicable at the solution design phase and emphasise a sec-
ondary place from the technology itself, spotlighting the desire to use the technology of the
lay user.

A plethora of user-centric approaches was proposed afterwards in the academic
research in the domain of security, privacy and trust design. Collard and Briggs [30]
analysed a range of the relevant tool kits and assessed their effectiveness through the
execution of a series of workshops. The methods they utilised were based on story-telling,
visual and 3D modelling, improvisation and role-play, games and cards and finally on
problem setting and mapping. Each of the applied methods showed potential in discovering
versatile results in the design phases. A visualisation of the outgoing network traffic of a
smart home through the application of participatory design was presented in a recent work
of Victora [31]: IoTGuard. While not targeting directly the provision of cybersecurity risk
exposure mitigation, IoTGuard targets providing transparency and control options to the
lay user to improve the understanding of smart home cyber risks.

Awareness campaigns in cybersecurity have raised researchers’ attention, with the
purpose of studying the influencing factors of online behaviour change for a lay user.
The main hypothesis of Bada et al. [32] for failing awareness campaigns relied on the
fact that security interfaces, as they are developed, are often too difficult to be used by
a lay user. They have proposed generic classification of the influencing factors into two
domains: personal factors and cultural and environmental factors. While personal factors
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are recognised to be formed by an individual’s knowledge, skills, personal motivation and
experience, the cultural and environmental factors stem from the collective phenomenon
of self-perception. The authors of the same work also identified that techniques used for
persuasion of behavioural change rely on versatile elements such as fear, humour, expertise,
repetition and scientific evidence. However, none of them were shown to be more effective
than the others.

We have identified a general lack of user-centric methods applicable directly to cy-
bersecurity in the smart home domain, especially with the focus on risk assessment (RA).
One of the closest works we found was on the topic of user experience (UX) in the de-
sign of smart home devices. While not addressing directly the question of providing a
methodology for the development of ad hoc cybersecurity solutions for the smart home,
the authors suggested guidelines to improve data protection in smart homes through a
series of interviews [33]. Their work shows a persisting need for a methodological design
process to deliver security solutions for smart home environments.

In the same context, Feth et al. [34] presented a user-centred design model for usable
security systems, relying on four iterative pillars:

1. Context of use: defined by the users, tasks and environment;
2. System awareness: ensures the system is understandable for the end user by mapping

the conceptual model to the user’s mental model;
3. System design: selects UI patterns to support the envisioned functionality of the final

system;
4. Design evaluation: an iterative cycle through feedback collection and analysis.

While the proposed framework remains an abstract concept, the authors demonstrate
its theoretical application to IoT device deployment in a smart home by a fictitious user.

Finally, a thorough survey was presented by [35] in the domain of human-centric
cybersecurity. Their work defines a wide perspective as a generic framework applica-
ble to cybersecurity products encompassing the user, usage and usability (i.e, the 3Us).
Such a taxonomy enables efficient positioning of any existing methods in the domain of
usable security.

3. Methodology for User Action Mapping

To address the emerging need for usability in cybersecurity, we defined a methodology
for the user-centric development of usable user actions to ensure transparent monitoring
and control of the detected risks. The main phases of our methodology are depicted in
Figure 1.

1 Threat Vector

2 Technical Actions

3 Usable Action Mapping

4 Automated Decisions

5 Decision Tree
Conceptualisation

6 User Interface
Development

Figure 1. Methodology of User Actions Mapping.
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The first phase, the threat vector, is concerned with identifying the relevant threat
vectors applicable to the smart home environment. This was performed through interviews
and discussions with the manufacturers of the gateways and cybersecurity experts within
the GHOST project. Further guided by the deduced threat taxonomy, the operational
context and deployment constraints, we established a list of attacks which are technically
feasible to simulate in a safe setting without endangering the end user being exposed to
real cyber risks (see detailed analysis in Section 4). Table 1 provides a summarised overview
of the selected attacks, their demonstration methodologies and the associated tooling for
attack replication.

Table 1. Summary of attacks.

Attacks ID Validation Methodology Software Tools

Physical attacks
Physical damage P1 Remove battery, shut down N/A

Malicious device injection P2 Device registration, sniffers N/A
Mechanical exhaustion P3 Trigger device operation N/A

Network attacks

Traditional attacks N1 Scanning and enumeration nmap, Scapy, tcpreplay
Device impersonation N2 Packet injection Scapy, tcpreplay, tcprewrite
Side channel attacks N3 Hardware or software sniffers Wireshark, tcpdump

Unusual activities and
battery-depleting attacks N4 Packet injection, sniffers Scapy, tcpreplay, tcprewrite

Software attacks

Traditional attacks S1 Traffic replay PCAP files, tcpreplay, tcprewrite
Compromised software attacks S2 Alter module behaviour Module-specific software

Command injection S3 Inject legitimate commands Specially crafted software
Mechanical exhaustion S4 Inject legitimate commands Specially crafted software

Sleep deprivation S5 Inject legitimate commands Specially crafted software

The second phase was the identification of the technical actions applicable to each
category of attacks, which are outlined in detail in Section 5. Those represent the techniques
that can be used to address the attacks. Similar to the previous phase, the results were
established through interviews and discussions with the manufacturers and cybersecurity
experts within the GHOST project. A summary of the possible actions and their potential
in automation is provided in Table 2.

Table 2. Technical actions for attacks.

ID Description Automatable

T1 Verify physical integrity No
T2 Verify battery No
T3 One-way sandboxing Yes
T4 Two-way sandboxing Yes
T5 Permit Yes
T6 Block device temporarily Yes
T7 Block device permanently Yes
T8 Drop packets for flow temporarily Yes
T9 Drop packets for flow permanently Yes

T10 Drop packets for source temporarily Yes
T11 Drop packets for source permanently Yes
T12 Restart GHOST Yes
T13 Restart module Yes
T14 Disable module temporarily Yes
T15 Disable module permanently Yes
T16 Send update request Yes
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The third phase is the definition of possible usable actions to enable the lay user to
control and monitor their smart home from the cybersecurity and risk evolution perspective.
In light of the technical capabilities and limitations of the gateway, together with the
manufacturers and usability security experts, we assessed a set of possible actions, resulting
in five actions that we not only technically could propagate to the end user but also
present in a meaningful manner. Table 3 shows the final mapping between the identified
usable and technical actions. This mapping also served as a basis for automated decision
derivation (fourth phase) and the corresponding conceptualisation of the decision tree
(fifth phase). The fourth phase, the automated decisions are a crucial step in providing
an actual degree of control for the user, namely by providing the option to resolve an
identified risk through an automated solution where possible. The user may decide to
be informed of any automated action or to be in full control through what we call the
awareness preferences. The fifth phase focuses on the direct interaction of the user with the
GHOST solution and establishes a decision tree based on the analysis of the threat vector
scenarios and the awareness preferences. The fourth and fifth phases are described in detail
in Sections 6 and 7, respectively.

Table 3. Usable actions.

ID Description Linked Technical Actions

U1 Allow T5, T16
U2 Block T3, T4, T6, T7, T8, T9, T10, T11
U3 Ignore T3, T4, T5, T6, T7, T8, T9, T10, T11, T16
U4 Remind T3, T4, T5, T6, T7, T8, T9, T10, T11, T16
U5 Advisory T1, T2, T12, T13, T14, T15

The sixth and final phase concerns the actual software implementation of the user
interfaces, which were continuously validated by the aforementioned user studies run-
ning in the scope of the GHOST project. Throughout several iterations, the outlook and
presentation were adapted based on the recommendations resulting from the analysis
of the user surveys and their feedback collection [16,17]. The outline of the interactive
user-centred approach is detailed for two types of interfaces, configuration (CFG) and
security intervention (SI), in Sections 7.2 and 7.3, respectively.

4. Threat Vector Landscape

We analysed the existing threat landscape applicable to smart home environments
to define an initial set of applicable attacks. The most notable works providing the tax-
onomy of smart home-specific attacks and threats were provided by Bugeja et al. [26]
and Heartfield et al. [36]. With cross-correlation performed in the scope of risk identifica-
tion under the GHOST project [5], we further reduced the initial listing by applying criteria
on the attack simulation feasibility. The sections hereafter outline each category of attacks
included in our analysis along with the scenario definition, implemented demonstration
and validation methodology.

4.1. Physical Attacks

Per the summary outlined in Table 1, the physical attacks category consists of substan-
tial damage, malicious device injection and mechanical exhaustion threats. The following
analyses advance knowledge on the appropriateness of the demonstration methodology,
with a focus on each subcategory of physical attacks.

4.1.1. Physical Damage (P1)

Scenario: Physical damage to an IoT device may be caused by various means: remov-
ing the battery, shutting down the device, physically breaking the device (the communica-
tion component specifically or complete physical destruction), etc. However, irrespective
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on the actual cause, the result will be the same: communications between the device and the
IoT gateway will be interrupted. An attacker may pursue the effective physical destruction
of IoT devices for various reasons. For example, the attacker may break into a house and
(physically) disable sensors or actuators in order to avoid alarms being triggered.

Demonstration and validation methodology: According to the specific functioning
of each device available at the deployment site, the attack is demonstrated via the following:

• Removing the battery: Z-Wave and Zigbee devices;
• Shutting down the device: Wi-Fi devices.

4.1.2. Malicious Device Injection (P2)

Scenario: The ‘injection’ of a new device may happen in various scenarios. This might
not necessarily represent an attack scenario, since a user may just want to extend the set of
IoT devices with new ones. On the other hand, an attacker may attempt to add a device to
an existing network, in which case the dynamic risk assessment (DRA) should signal this
attempt to the end user. An attacker may pursue the injection of new devices for various
reasons. For example, the attacker may wish to indirectly trigger events in other IoT devices
(e.g., trigger fire alarms). Conversely, the attacker may want to alter the behaviour of an
installation by flooding it with packets or valid requests, which may lead to an effective
denial-of-service (DoS) attack by filling the gateway’s disk with event logs, flooding the
user interface with alerts and valid events.

Demonstration and validation methodology: Two scenarios are demonstrated to
replicate the attack:

• Following the typical procedures for adding a new device to the IoT installation;
• Using a Z-Wave sniffer to demonstrate the sniffing of events via a new device.

4.1.3. Mechanical Exhaustion (P3)

Scenario: The mechanical exhaustion implies that an attacker with physical access to
an IoT device is able to repeatedly trigger the mechanics of a particular device. For example,
in the case of an IoT switch, the attacker may repeatedly turn the device on and off (at a
higher rate than expected). The objective of the attack may be diverse, but the attacker
may try to cause mechanical exhaustion which, in time, may lead to malfunctioning or
physical damage. The attacker may also exploit the physical access to a device to indirectly
trigger other devices. Accordingly, in an IoT scenario, it is common to have an event
originating from a particular device trigger actions in other devices. Therefore, the attacker
may indirectly and repeatedly trigger the other devices as well which, in turn, may also be
damaged.

Demonstration and validation methodology: The attack is demonstrated by repeat-
edly physically triggering an IoT device (e.g., a switch or relay). The triggering needs to be
performed at a higher rate than would be expected in the device’s normal operation.

4.2. Network Attacks

Shifting from physical threats, the following discussion represents a wide spectrum
of network attacks. More specifically, we shed light on the demonstration of traditional
network-related attacks, device impersonation and side channel threats, in addition to
unusual activities and battery-depleting assaults.

4.2.1. Traditional Attacks (N1)

Scenario: Traditional network attacks imply the exploitation of the operation of tradi-
tional IP-based protocols. In this category, we find the well-known network scanning and
device enumeration techniques (TCP/IP- and UDP-related scans) and Denial-of-service
(DoS) and distributed denial-of-service (DDoS) attacks. Given that the smart home is
expected to use IP-based protocols to communicate with remote sites, it is therefore impor-
tant that the Dynamic Risk Assessment (DRA) is aware of traditional attacks that exploit
IP-based protocols. The attack recreates the typical steps that would be performed by an
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attacker in the attempt to discover IoT devices and gateways and to enumerate the available
services.

Demonstration and validation methodology: Traditional tools will be used to mount
attacks against the IoT gateway, including the following:

• nmap: SYN scan, XMAS scan and full scan;
• tcpreplay, tcprewrite, Scapy: DoS attack and Distributed denial-of-service (DDoS)

attack.

4.2.2. Device Impersonation (N2)

Scenario: By leveraging specially crafted hardware, an attacker may use a registered
device’s identifier and key in order to inject packets, trigger other devices and sniff out
the communication network. Indeed, the attack requires a higher level of technical knowl-
edge and a deep understanding of the underlying infrastructure and the communication
protocols. Furthermore, in case communications are encrypted, the attacker needs to gain
possession of the encryption key. This may be possible due to flaws in cryptographic
algorithms or cryptographic protocols or due to flawed implementations. This attack will
enable device impersonation, and the attacker may attempt to trigger other devices to
open doors, trigger alarms and simulate a presence. The attacker may also attempt to
gain possession of alerts issued by other devices. To this end, sensitive data such as a
user’s presence may be revealed by other devices, which may by used to break into the
user’s house.

Demonstration and validation methodology: The demonstration methodology for
this attack will not attempt to recreate the full attack vector. Instead, we emulate a device
impersonation by specially forging new data packets (specific to the IoT protocol (e.g.,
Bluetooth or Z-Wave)) and by injecting these packets directly to the network capture.

4.2.3. Side Channel Attacks (N3)

Scenario: Side channel attacks try to extract information indirectly from the behaviour
of a particular system. In the case of network attacks, side channel attacks attempt to infer
sensitive data on users and devices based on the network protocol implementation but
not its contents. The attack may be used, for example, to infer user presence or particular
events (e.g., an alarm triggered or switch triggered). The attack shall evaluate the level of
sensitive information that can be inferred by an attacker that passively sniffs and analyses
network traffic. An attacker may attempt to infer sensitive user or device information by
sniffing communications (which may be encrypted) and by analysing the unencrypted
packet headers (data link, IP, TCP/UDP, Z-Wave or Bluetooth). This way, the attacker
may learn that the user is not home or that the door or window is open or closed. This
information may then be used for breaking into the user’s house.

Demonstration and validation methodology: The demonstration focuses on IoT de-
vice traffic and gateway traffic, thus covering both IP-based and non IP-based traffic. In
particular, for specific protocols, the following tools will be considered:

• Bluetooth: packets may be sniffed by leveraging the device’s capability (e.g., Android
has a built-in sniffer);

• Z-Wave: a special device is needed to register for the network and to sniff the
Z-Wave packets;

• Wi-Fi and Ethernet: traditional network sniffing tools such as Wireshark or tcpdump
may be used.

4.2.4. Unusual Activities and Battery-Depleting Attacks (N4)

Scenario: A wide variety of attacks may trigger additional processing in IoT devices.
Therefore, ultimately, the presence of ongoing attacks and, in general, ‘unusual activity’
may be detected by monitoring battery consumption. An attacker may simply attempt
to exhaust the system’s energy or may carry out activities on or around the gateway for
undetermined reasons. Such activities can signal various forms of malfunctions, anomalies



Information 2022, 13, 340 11 of 27

and even attacks and can constitute a simple means of monitoring the health and safety of
the gateway.

Demonstration and validation methodology: The validation exploits the gathered
traffic rates within the gateway and between the gateway and the outside world, recording
normal traffic levels over extended periods. The validation will also measure energy
consumption in various devices and the rates of battery depletion on a daily and, if
possible, hourly basis. These metrics will be used to determine normal traffic rates and
normal energy consumption, and they can be used to determine anomalies and attacks.

4.3. Software Attacks

While developing scenarios for software-related attacks, we observed that, as per
the network properties, traditional risks remain persistent within the IoT landscape. In
addition to traditional attacks, the following section depicts common scenarios and vali-
dation methodologies for compromised software attacks, command injection, mechanical
exhaustion and sleep deprivation attacks.

4.3.1. Traditional Attacks (S1)

Scenario: Similar to traditional network attacks, the case of traditional software attacks
implies the exploitation of traditional software flaws. Here, we find traditional attacks
including virus infection exploits, worms and malicious script executions. In this context,
we observe that the smart home installation, especially the gateway and the user devices
that may be communicating with the gateway (e.g., a smartphone, laptop or smart TV),
are built on traditional software systems that require periodic maintenance and security
updates. In such a diverse technological ecosystem, it is easily conceivable that in a
particular IoT installation, there may be out-of-date software with vulnerabilities that may
be exploited by malicious actors. The attack showcases the execution of typical software
exploits in the attempt to gain access to sensitive (IoT-specific) information. In this case,
the attacker may exploit the vulnerabilities of services installed on the gateway or on one
of the user devices (e.g., a laptop or smartphone) to obtain sensitive information.

Demonstration and validation methodology: Various attacks will be mounted against
the gateway by emulating software flaws via network traffic that contains malware traces. The
following tools will be used for this purpose:

• Packet capture (PCAP) files containing malware traces: malware traces shall be used
from public sources (https://zeltser.com/malware-sample-sources/, accessed on 12
April 2022);

• tcpreplay, tcprewrite: these two tools are used to edit and replay the malware
PCAP files against the gateway.

4.3.2. Compromised Software Attacks (S2)

Scenario: It is conceivable that a cybersecurity solution deployed in the smart home
may not function properly, or it may get compromised by an attacker (as a consequence
of software flaws and attack exploits). Consequently, the gateway will exhibit a different
behaviour, such as stopping the sending anomaly alerts, or they may simply be stopped.
Therefore, the user may be notified that the software is not functioning properly and that
actions should be taken in order to ensure that attacks are detected. By exploiting software
flaws, an attacker may succeed in changing one of the smart home software modules.
The attacker may succeed in injecting new and malicious code that alters the solution’s
behaviour.

Demonstration and validation methodology: The attack demonstrates the awareness
of the DRA regarding the malfunctioning or compromise of its own modules. This entails
that each module detects the malfunctioning of the other modules it depends on. Obviously,
the mechanisms implemented for detecting the changes in behaviour of its own software
need to be as lightweight as possible and must build on simple decision algorithms and
computations. Furthermore, given the overhead of more complex computations and the

https://zeltser.com/malware-sample-sources/
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limited hardware resources, only the most predictive behaviours shall be taken into account.
In particular, the following expected operational behaviour shall be monitored:

• Network analysis: the periodic generation of PCAP files;
• Anomaly reporting: the periodic alerts issued;
• Configuration manager: the status of each OS process and the consumption of CPU

and memory for each gateway OS process.

4.3.3. Command Injection (S3)

Scenario: Considering the software-oriented construction of an IoT system’s inbuilt
logic, it is reasonable to presume that, by exploiting software flaws, malicious software may
be hosted by one of the IoT system’s devices (e.g., a smartphone or gateway). Consequently,
the malicious software may open legitimate communication channels for injecting com-
mands into IoT devices. By exploiting software flaws, an attacker may succeed in running
new software alongside a cybersecurity solution enabling sending of the forged commands
to IoT devices sensors and communicating these data with an outside ‘command and
control’ server.

Demonstration and validation methodology: The undertaken procedure includes
additional software scripts hosted on the gateway and on an external device (e.g., a smart-
phone), from which the test, through legitimate commands, triggers relays and requests
the status information on the sensor devices.

4.3.4. Mechanical Exhaustion (S4)

Scenario: Contrary to the mechanical exhaustion attack included in the list of physical
attacks, software-oriented mechanical exhaustion presumes a malfunctioning software
module or new software that sends ON/OFF commands to switching devices (e.g., relays)
at a high rate. Considering that, inadvertently, a device has an upper limit in terms of
mechanical switching, once that upper limit is exceeded, devices may malfunction, and
they can be physically damaged.

Demonstration and validation methodology: The undertaken procedure shall in-
clude additional software scripts hosted on the gateway and on an external device (e.g., a
smartphone), from which the tests, through legitimate commands, shall trigger relays at a
higher rate than expected from normal operation.

4.3.5. Sleep Deprivation (S5)

Scenario: It is commonly known that in order to save energy, battery-powered IoT
devices reduce their energy consumption by entering ‘sleep mode’. Once an event is
detected, the devices then resume their normal operation and forward the alert(s) to their
associated controllers (e.g., the IoT gateway). However, the normal behaviour of IoT
devices can be exploited by malicious actors in order to prevent devices from activating
their energy-saving mode (i.e., the ‘sleep mode’). An attacker can use software solutions
to remotely launch this type of attack via legitimate commands. The commands may not
necessarily need to cause the mechanical triggering of devices or a change of state. It would
suffice to periodically request status information or to send a specifically forged packet that
would prevent the device from entering its energy-saving mode.

Demonstration and validation methodology: The undertaken procedure shall in-
clude additional software scripts hosted on the gateway and on an external device (e.g., a
smartphone). From these locations, the developed software shall repeatedly request the
status of the devices, which in most cases should prevent the device from entering ‘sleep
mode’.

5. Technical Actions

In this section, we analyse the various attacks and derive a set of technical actions. We
started out with a literature review and expert knowledge for aggregating an initial set of
actions for each attack, which thereafter were verified and filtered by the manufacturers
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through discussions. This process was repeated several times as the project implementation
followed an iterative approach, where the technical capabilities of the gateways were
improved over the course of time.

5.1. Physical Attack Actions

In the case of physical attacks, the supported actions are detailed in Table 4. Here, we
observe that, in case of physical damage, the GHOST solution can mainly suggest some
manual actions that the user should perform. Accordingly, the user should verify the
physical integrity, and he or she should verify the battery level. However, other actions
may also be taken, which may be automatable. To this end, ‘sandboxing’ may be used to
isolate the device and its traffic from other devices. In this respect, ‘one-way sandboxing’
refers to application-level commands not routed to the IoT software’s other modules (this is
only applicable when there are also automated scripts available that logically link devices
between them). A more restrictive scenario is ‘two-way sandboxing’, in which case the
application-level commands (or notifications) will be blocked from being sent out to the
specific device. Lastly, all traffic may be blocked to or from that particular device [37].

Next, in the case of device injection (i.e., a new device is detected), all actions may be
automated. The device may simply be allowed to be added. However, the device may be
sandboxed, where the meaning of the ‘sandboxing’ term is the one given above. Lastly, the
device may be temporarily or permanently blocked.

In the last case of physical attacks, we find mechanical exhaustion. For this type of
attack, the action may simply be permitted, or sandboxing can be used to limit its effects.
Lastly, the device can simply be blocked (i.e., by dropping all traffic related to that particular
device’s flows).

Table 4. Technical actions in physical attacks.

Attack ID Attack Name Action Action ID

P1 Damage

Verify physical integrity T1
Verify battery T2

One-way sandboxing T3
Two-way sandboxing T4

Block device (temp or perm) T6, T7

P2 Device injection

Permit T5
One-way sandboxing T3
Two-way sandboxing T4

Block device (temp or perm) T6, T7

P3 Mechanical exhaustion

Permit T5
One-way sandboxing T3
Two-way sandboxing T4

Block device (temp or perm) T6, T7

5.2. Network Attack Actions

In the case of network-level attacks, the supported actions are detailed in Table 5.
Here, we observe that all actions can be automated by the GHOST solution. In the case of
traditional network attacks, packets may be dropped for a particular flow, or more dramatic
measures may be taken in case of higher risk levels. To this end, all flows associated to a
particular source may be dropped. The actions may be taken temporarily or permanently,
depending on the attack’s impact and its execution in time.

Next, in the case of device impersonation, one-way sandboxing is an effective measure
to continue monitoring the flows associated to a device while ensuring that the application-
level data do not reach other devices. Conversely, two-way sandboxing may be used to
continue the monitoring of flows while ensuring that messages are not forwarded to the
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possibly malicious device. Lastly, in this case as well, the device may be blocked, which
means that all traffic to and from that particular device is dropped.

In terms of the side channel attack, since this type of attack is performed at the time of
design, in order to analyse and infer the information that may be leaked from the GHOST
solution, no actions are suggested.

Lastly, in the case of battery attacks, the same type of actions is defined as in the case of
the traditional network attacks: drop the packets for a specific flow or for a specific source.
Both actions are automatable.

Table 5. Technical actions in network attacks.

Attack ID Attack Name Action Action ID

N1 Traditional Drop packets for flow (temp or perm) T8, T9
Drop packets for source (temp or perm) T10, T11

N2 Device impersonation
One-way sandboxing (temp or perm) T3
Two-way sandboxing (temp or perm) T4

Block device (temp or perm) T6, T7

N3 Side-channel (design time test only) –

N4 Battery attacks Drop packets for flow (temp or perm) T8, T9
Drop packets for source (temp or perm) T10, T11

5.3. Software Attack Actions

In the case of network-level attacks, the supported actions are detailed in Table 6.
Here, we observe that all actions can be automated by the GHOST solution. As expected,
in the case of traditional malware attacks, packets associated to flows or to a particular
source may be dropped temporarily or permanently. In the case of software compromise,
the particular module or the complete GHOST solution may be restarted. In the same
scenario, a module may be temporarily or permanently disabled, and update requests may
be issued.

Next, in the case of command injection, mechanical exhaustion and sleep deprivation
attacks, the GHOST solution may once again drop the packets associated to the particular
flows or sources.

Table 6. Technical actions in software attacks.

Attack ID Attack Name Action Action ID

S1 Traditional Drop packets for flow (temp or perm) T8, T9
Drop packets for source (temp or perm) T10, T11

S2 Software compromise
Restart module or GHOST T12,T13

Disable module (temp or perm) T14, T15
Send update request T16

S3 Command injection Drop packets for flow (temp or perm) T8, T9
Drop packets for source (temp or perm) T10, T11

S4 Mechanical exhaustion Drop packets for flow (temp or perm) T8, T9
Drop packets for source (temp or perm) T10, T11

S5 Sleep deprivation Drop packets for flow (temp or perm) T8,T9
Drop packets for source (temp or perm) T10, T11

6. Decision Automation in Risk Assessment

The DRA at its core relies on three key innovation areas:

• Real-time risk assessment;
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• Decision automation;
• Security usability.

These advances are fused together within the implementation of DRA [5], which
relies on probabilistic traffic profiling, the intelligence on the threat and vulnerability
likelihood and the associated risk’s severity, which permits identifying network anomalies
and coordinating the selection of the appropriate mitigation action.

The DRA incorporates a variety of analytic algorithms, called analysers, and each are
responsible for the distinct features listed below:

• Behaviour analyser (BA): the main purpose of this analyser is to detect any deviation
from the device’s normal behaviour;

• Payload check (PC): a set of defined rules aiming to detect the presence of the user’s
sensitive data within the traffic flow;

• Block rules (BR): responsible for verifying the destination’s maliciousness from per-
sonalised settings and common shared intelligence;

• Alert processor (AP): alert extraction analytics from external input for anomaly detection.

The resulting scores are incorporated together for predictive risk forecasting. Triggered
by so-called risk receptors, a current probability of identified risk is estimated in conjunction
with the user-defined risk level tolerance.

Table 7 contains the identified attacks and the associated analytic algorithms used for
the risk evaluation.

Table 7. Attack and analyser mapping.

Attack ID Apt Analyser Rationale

P1 BA Absence or change in behaviour of communication
P2 BA and AP No behaviour profile present and alert propagation on non-registered device
P3 BA and AP Absence or change in behaviour of communication and alert propagation on anomalous traffic
N1 AP Alert propagation in threat detection
N2 BA and AP Absence or change in behaviour of communication and alert propagation in anomalous traffic
N3 BA, PC and AP Absence or change in behaviour of communication, presence of sensitive data and alert

propagation in anomalous traffic
N4 BA and AP Absence or change in behaviour of communication and alert propagation in anomalous traffic
S1 AP Alert propagation in threat detection
S2 BA, PC and BR Absence or change in behaviour of communication, presence of sensitive data and

attempted communication with malicious destination
S3 BA and BR Absence or change in behaviour of communication and attempted communication

with malicious destination
S4 BA and AP Absence or change in behaviour of communication and alert propagation in anomalous traffic
S5 BA and AP Absence or change in behaviour of communication and alert propagation in anomalous traffic

We identified three different communication profiles allowing the end user to cus-
tomise the automatic decision making when exceeding risk expectations as per the user
preferences. The choice between three awareness modes is proposed through the configu-
ration (CFG) interface. These modes are recapped in Table 8.

Finally, we derived several decision scenarios, which served as a basis for the concep-
tualisation of the decision tree, presented in Section 7:

• Missing communication (absence): Absence of the device’s communication in relation
to its normal behaviour;

• Whitelisting: New communication was neither blacklisted nor whitelisted before by
the user or the GHOST solution itself;

• Data type (privacy): Private data leakage is tracked, and the user is informed of the
violation of the policies defined;

• Frequency: A suspicious situation is detected in terms of the communication frequency,
being too often or not frequent enough;
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• Time (timing): The pattern of communication stays within the safe profile derived, but
the actual timing is suspicious;

• Blacklisting: Known illegitimate communication is taking place, but it is generating
activity on the internal network despite being blocked from further external propaga-
tion.

The sparse automation matrix is presented in Table 9, mapping the above defined
awareness modes, decision scenarios and automation feasibility dictated by risk accep-
tance agreement.

Table 8. Awareness preferences.

Name Description
Informed Allow Risk-
on Any Controlled
Decision Automation

Raise
Awareness

Stay informed of any decisions that GHOST made by
displaying a corresponding notification. The GHOST
system will automatically block any suspicious
communication as soon as maximum risk level
is exceeded.

Yes Yes

Enforced
Awareness

Stay informed of any decisions that GHOST made by
displaying a corresponding notification. GHOST will
not perform any automatic decisions when the
maximum risk level is exceeded. One will be constantly
prompted to review suggested actions and make
decisions by one’s self.

Yes No

Problem
Awareness

Stay informed of decisions that GHOST made only
when exceeding maximum risk level by displaying a
corresponding notification. GHOST will automatically
block any suspicious communication as soon as
maximum risk level is exceeded.

No Yes

Table 9. Sparse decision automation matrix.

Absence Whitelisting Privacy Frequency Timing Blacklisting

Raise - Automatable Automatable Automatable Automatable Automatable

Enforced - - - - - Automatable

Problem - Automatable Automatable Automatable Automatable Automatable

7. Decision Tree Conceptualisation

The scenarios from the initial scenario definition were further transformed into a
decision tree, focusing on the essential interaction with the end user and aiming at the
enlightening comprehension and in-depth involvement of their feedback through user
studies on the end users’ mental models. The overall view of the decision tree implemented
for the first prototype is depicted in Figure 2. The following section sets the basis for
understanding the main decision branches, the DRA’s configuration set-up scope and how
the DRA’s monitoring is automated.
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Figure 2. Decision tree conceptualisation with coloured highlighting of the main branches.

7.1. Decision Branches

As shown in Figure 2, the distinct decision branches have been grouped by colour
within the tree and are described in the section hereafter.

7.1.1. Missing Communication

The first group of interfaces covers the case where the DRA detects the absence of
device communication in relation to its normal behaviour. The close-up of the decision tree
is depicted in Figure 3. This module includes a standard security intervention (SI) interface
with a possible reminder of the pending user’s decision, allowing him or her to ignore the
situation until an automated decision is made to treat this case as safe.
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Figure 3. Missing communication.

7.1.2. Whitelisting

The second group of the interfaces refers to the case where a new communication was
neither blacklisted nor whitelisted before by the user or the GHOST solution itself. As
demonstrated in Figure 4, the DRA will make a risk-based decision based on the likelihood
of the maliciousness of the destination party, the actual profile of the communicating device
and also user risk acceptability. This user interface is also composed of an initial Security
Intervention (SI) interface and a reminder of a pending decision in the case where automatic
decision cannot be made (according to the user preference).
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Figure 4. Whitelisting.
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7.1.3. Data Type

The third type of SI interface comes into play in light of the privacy controls. Depend-
ing on the end user’s configuration, certain private data leakage will be tracked, and the
user will be informed of the violation of the policies defined. This interface is also composed
of a first-time SI and a consecutive reminder if necessary.

7.1.4. Frequency

The fourth type of user interface is focused on making decisions when a suspicious
situation is detected in terms of the communication frequency, occurring either too often
or not frequently enough. Once again, this interface is composed of first-time SI and the
reminder for the pending decision. Once the limit is passed over, the notification will be
completely discarded.

7.1.5. Time

The fifth group of SI interfaces covers the case where the pattern of communication
stays within the safe profile derived, but the actual timing is suspicious. In this case, a
notification will be sent to the user to confirm if this timing is appropriate as shown in
Figures 5–7.
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Figure 5. Data type.
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Figure 6. Frequency.
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Figure 7. Time.

7.1.6. Blacklisting

As shown in Figure 8, the last group of interfaces is preserved for the situations with
mitigation propositions in cases where it is known that communication is illegitimate, but
it is generating activity on the internal network despite being blocked from further external
propagation. In such a case, we suspect an IoT device to be part of the bigger attack such as
a DDoS and possibly affecting the performance of the actual device.
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Bigger Attack SI

Stop

yes

yes

no

Figure 8. Blacklisting.

7.2. Configuring the DRA

The main focus of this type of interface is given to the effortless and usable design
of the configuration set-up process and the further settings review and fine-tuning of the
applied configuration policies, called configuration (CFG). This design and implementation
was performed in four iteration cycles, with each being stipulated by the feedback received
from the end users and fed back to the decision tree conceptualisation:

1. The development approach was based on the requirements derived from literature re-
search and the results from the first set of user studies. Furthermore, the categorisation
of the initial set of navigation pages was developed and is outlined in Table 10.

2. For the second iteration, the Configuration (CFG) interfaces were improved in terms
of their usability with a mobile device form factor, and a new menu was developed
for easier access to the different CFG sections. Furthermore, the colour theme was
updated to match the official project theme.

3. The third iteration of the configuration was refined based on the results from the
second set of user studies and the derived requirements. The updated specifications
for the categorisation of the initial set of navigation pages developed are shown in
Table 11.

4. The fourth cycle was mostly based on the perception of risk, requiring clarification of
the associated impact. The final look of the CFG interfaces is depicted in Figures 9–11.
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Table 10. Configuration interface: initial set-up.

Category Specification

Welcome Initial welcome screen

User registration Initial user registration and authentication set-up

Dedicated device registration User’s interfacing device registration

Smart home environment

Configuration of the smart home, aiming to provide settings for:

• Adding and removing IoT devices
• Configuration of ‘unknown’ devices
• Naming and custom identification of IoT devices

Mode selection

Three configuration modes are envisioned to target different user profiles:

• Manual: based on predefined settings
• Assistant: step-by-step configuration
• Delegation: configuration by trusted third party

Step-by-step configuration

Detailed configuration of the GHOST main features:

• Blocking rules: customisation for blacklisting or whitelisting the communica-
tion destination parties

• Acceptable risk level: definition of the permitted risk levels for security and
privacy settings, defining a threshold for DRA automated decisions

• Privacy monitor: selection of private data categories for tracking
• Awareness requirements: configuration of the desired intervention and in-

volvement level in decision making

Table 11. Configuration interface: updates to the initial set-up.

Category Specification

Mode selection

The three configuration modes are updated to differentiate between different target
user profiles:

• Manual: based on predefined settings
• Delegation: configuration by trusted third party
• Advanced: for expert level configurations (e.g., whitelist or blacklist)

Step-by-step configuration

Detailed configuration of the GHOST main features:

• Security preferences: definition of the accepted risk levels for security after which
all communications will be blocked

• Privacy preferences: selection of private data categories not to be transferred to
the Internet

• Notification preferences: configuration of the corresponding preference for secu-
rity and privacy notifications

7.3. Monitoring Automated DRA

The SI component aims to develop a type of user interfaces for user-friendly visualisa-
tion of risk tracking, and the risk evaluation results and will enable the end user to make
informative decisions. The overall technological selection and implementation refinement
process is closely aligned with the CFG interfaces. Five iteration cycles were implemented,
each being stipulated by the feedback received from the end users and fed back to the
decision tree conceptualisation:

1. The first iteration of the security intervention interface was developed based on the
requirements from the initial literature review. Furthermore, the initial listing of pos-
sible interactions with the GHOST solution was created. This outline is summarised
in Table 12.

2. To provide a more fluent and unified experience, the SI notifications and related front-end
were included in the same Angular web application package as the CFG interface.
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3. The second prototype was developed based on the input from the user trials, particu-
larly by attempting to provide a more understandable and actionable input for the
user’s decisions.

4. The existing SI was further fine-tuned in preparation for the third trials, where attack
simulations would be performed. For this purpose, not only were additional menu
items were added, but the generic system flow was also amended to reassure the end
user and provide additional information on the ongoing evaluation and feedback
gathering.

5. The final iteration was mostly concerned with the proper naming of the awareness
preferences, which were previously outlined in Table 8. The final look of the SI
interfaces is depicted in Figures 12–14.

Figure 9. Privacy preferences.

Figure 10. Notification preferences.
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Figure 11. Security preferences.

Table 12. Security intervention: interaction identification.

Category Specification

Mismatching device behaviour
• Absence of or decrease in communication
• Increase of or frequency change in communication
• Extra ‘steps’ in communication

Communication with blocked src or dst Attempt to initiate communication with blocked party

‘New’ src or dst (unknown)
• Fetching contextual information on the new party (e.g., ‘whois’

information)
• Consecutive configuration update

Device parameter anomalies An overview of the device profile and its activity (e.g., battery power)

Payload-related

• Security-related: clear text password of credit card
• Privacy-related: PII data (date of birth, home address)
• Secured transmission security check
• Masking of data in encrypted communication channels

Mitigation action Hypothesis presentation with possible suggestion for mitigation recom-
mendation

Current status Display of the risk level’s current status in relation to defined accepted
level for security and privacy risks

Predicted status A risk level estimation representation after the evaluation of the current
communication-associated risk

Impacts (text) Possible impact score value

Recommendations Mitigation action to support the decrease of the raised risk level

History of risk assessments Interface link to historical data visualisation

History on suspicious activity Interface link to historical data visualisation
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Figure 12. Pending action.

Figure 13. Pending decision.
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Figure 14. Notification of automated decision.

8. Discussion and Future Work

This section presents a summary of our findings through dedicated analysis of each
research question:

RQ1 Limitations on automation: We started our research with the identification of possible
technical actions to mitigate the exposure to smart home threats. As outlined in
Section 5, for each category of the attacks, we derived a list of technical actions further
linked to the automation feasibility, as presented in Table 2. As can be observed, only
actions of a physical nature (such as physical verification of the device integrity or
battery state) were not possible to automate. However, we were able to address this
through inclusion of the actions in mitigation advisory, enabling guidance to the user.

RQ2 Usable actions translation: Guided by the user studies and continuous feedback collec-
tion, we were able to derive a short set of usable actions to be presented as part of the
final UI. The process we followed transformed the initial interfaces significantly with
the minimum information on the detailed and fine-tuned textual descriptions to have
maximum user engagement. Limiting the number of usable actions had a positive
effect on the usability aspects of the final interfaces, which was showcased during
real-life pilot deployments with an average System Usability Scale (SUS) score [38]
that increased throughout the project’s lifetime.

RQ3 Perception’s linkability to engagement: The differences and impact of personal risk
perception were a key challenge that we addressed in this research. As pointed out
by Gerber et al. [17], ‘people tend to base their decisions on perceived risk instead
of actual risk’, and this human aspect complicates the translation of technical risk
information into a format that would engage the user in his or her digital security and
privacy exposure. As a result, for the risks emanating from the users’ IoT assets, which
are often not directly perceivable, the users are unaware of the consequences. While
we derived a set of usable actions, it neither directly engages the user nor provides
any preferences for how much a user wants to be in control or, for that matter, be
informed. For this purpose, we proposed and developed a decision tree concept and
three types of awareness preferences (outlined in Sections 6 and 7, respectively). While
the provided solution was refined through four iterations and proved to be successful
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during the project deployments, the inadvertent limitation by the published works on
the user studies should be noted for future research [16–18], as they were conducted
mainly in Germany and their samples were likely to be biased due to the usage of
an online recruitment panel. With our proposed solution, we provide the means to
address the security and privacy perception of each individual user while preserving
a high level of security through balancing the automation and security preferences.

As another future work, a greater emphasis on privacy attacks and compliance is
envisioned. Our ongoing efforts are focused on evaluating regulatory and standardisation
bodies’ efforts in deploying privacy-preserving techniques in the IoT environment in
general. Future work seeks to refine the currently proposed framework through integration
of the key up-to-date regulations and standards.

As for a limitation of this work, the present research was confronted with data genera-
tion challenges and validation obstacles. Within the GHOST project, it was initially planned
to generate IoT data and simulate attacks from real-life smart homes. However, due to
ethical and privacy restrictions, the scope was adjusted to testbed environments. To that
end, our developed user-centric decision tree was built over a limited selection of testbed
attacks that can be elevated further with a more thorough list of known and unknown
attacks. On that same note, more granular expert validation can be reported over real-life
anomalies, which will naturally refine the decision-making process discussed in Section 7.

9. Conclusions

In this work, we presented a methodological framework applied in the design and im-
plementation of usable interfaces for the DRA-enabled smart home environment. Guided
by the definition of the threat vectors, we identified a set of technical actions suitable for
threat prevention. Those were further translated into usable actions, meaning understand-
able digital decisions which an end user of the smart home with different technological
knowledge can make. This flow from the threat vector to technical actions is then translated
into usable actions and sets the basis for the decision tree concept, where each branch is
provided with a reasoning and execution flow, which further translates the usable actions in
an iterative manner into two types of UIs: CFG and SI. While most of the technical actions
were translated into automated mitigation actions, through the awareness preferences
concept, a mitigation advisory allowed the handling of those remaining non-automated
technical actions.
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AP Alert processor
BA Behaviour analyser
BR Block rules
CFG Configuration
DDoS Distributed denial-of-service
DoS Denial-of-service
DRA Dynamic risk assessment
IoT Internet of Things
IR Information retrieval
ISys Information system
PC Payload check
PCAP Packet capture
RA Risk assessment
SI Security intervention
SUS System Usability Scale
UI User interface
UX User experience
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