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Abstract: To date, information retrieval methods in the medical field have mainly focused on English
medical reports, but little work has studied Chinese electronic medical reports, especially in the field
of obstetrics and gynecology. In this paper, a dataset of 180,000 complete Chinese ultrasound reports
in obstetrics and gynecology was established and made publicly available. Based on the ultrasound
reports in the dataset, a new information retrieval method (IKAR) is proposed to extract key informa-
tion from the ultrasound reports and automatically generate the corresponding ultrasound diagnostic
results. The model can both extract what is already in the report and analyze what is not in the
report by inference. After applying the IKAR method to the dataset, it is proved that the method
could achieve 89.38% accuracy, 91.09% recall, and 90.23% F-score. Moreover, the method achieves an
F-score of over 90% on 50% of the 10 components of the report. This study provides a quality dataset
for the field of electronic medical records and offers a reference for information retrieval methods in
the field of obstetrics and gynecology or in other fields.

Keywords: information retrieval; natural language processing; decision support model; ultrasound
report; obstetrics and gynecology

1. Introduction

Electronic medical records (EMRs) from millions of patients have become significant
sources of useful clinical data over the last few decades [1]. With the development of
natural language processing technology, information retrieval plays an important role
in the healthcare field. It has two main applications, one of which is to improve the
efficiency of hospital examination processes. For example, Chen and Émilien et al. [2,3]
used deep learning to alleviate the problem of overcrowding in emergency departments.
Viincenza et al. [4] used natural language processing techniques and machine learning
models to facilitate the digitization of medical prescriptions. Another is to assist doctors
in diagnosing diseases. Roch, Sances, and Li et al. have built NLP systems to diagnose
pancreatic cysts [5], headaches [6], and pediatric disorders [7]. Although information
retrieval is now widely used in the medical field, to the best of our knowledge, few studies
have focused on obstetrical and gynecological ultrasound reports.

The ultrasound report, as an essential component of the EMR, serves as the primary
means of communication between the sonographer and the doctor who provides the
final diagnosis [8]. The use of ultrasound is essential in the clinical practice to examine
gynecological diseases and fetal conditions. Many women may choose to have regular
ultrasound examinations, which has led to a rapid increase in the number of ultrasound
reports. However, ultrasonic diagnoses are typically made by depending on physicians’
experience, which might result in limited efficiency. With the rapid increase of massive
ultrasound reports, applying specific algorithms to process medical texts becomes necessary.
The current studies about the diagnosis of radiology reports are mainly aimed at areas such
as liver cancer [9] and breast cancer [10] and concerned with the classification of reports [11]
or extracting recommendations from reports [12,13] etc. To the best of our knowledge, there
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are relatively few scholars who focus on the automated diagnosis from Chinese ultrasound
reports in obstetrics and gynecology.

However, processing Chinese ultrasound reports is more challenging compared to
other languages due to the complexity of Chinese. Such challenges are mainly reflected in
the following aspects:

• Suitable ultrasound reports in obstetrics and gynecology are difficult to obtain. Train-
ing the model requires a large number of labeled datasets. Available Chinese datasets
for public access are not found on the internet.

• The majority of ultrasound reports are unstructured text. Despite the fact that a con-
siderable quantity of relevant medical data is saved, the lack of a standard structural
framework and the existence of many flaws, such as improper grammar, spelling
errors, and semantic ambiguity, make data processing and analysis more difficult.

• Chinese does not use spaces to separate words, which is different from English.
Therefore, named entity recognition is a key initial step in natural language processing
of Chinese [14,15]. However, named entity recognition based on a general corpus is
less effective.

• Traditional diagnostic approaches depend primarily on the healthcare professional’s
judgment, which might be subjective at times. Two doctors may make different
diagnoses based on their expertise and experience if there is no gold standard or
predetermined level of agreement on diagnostic criteria [16].

• As the diagnosis is an inferred result based on the doctor’s knowledge and experience,
words may appear in the ultrasound diagnosis that do not appear in the ultrasound
descriptions. Three cases of ultrasound reports are shown in Table 1: (1) diagnostic
results can be extracted directly within the report; (2) diagnostic results are not in the
report and are obtained by inference; (3) part of the diagnostic results is in the report
and the other part is not. The left column shows the ultrasound descriptions summa-
rized by the sonographer from the ultrasound images, and the right column shows the
diagnostic result. The texts in red are the words used in ultrasonic descriptions and
ultrasound diagnosis that are basically the same. The text in blue is the ultrasound
diagnosis as summarized by the corresponding ultrasonic descriptions that does not
use the original words in the ultrasonic descriptions.

In the first row of Table 1, the ultrasound diagnosis extracted the sentence “Uterus
anteverted with normal size” from the ultrasound description as the conclusion because
the patient’s findings were normal. In the second row of Table 1, the phrase “hypoechoic
nodules” indicates that the patient may have a myoma. In addition, “in the anterior uterus
wall” means the location of the myoma, and therefore, the conclusion is “fibroid” based
on inference. In the third row of Table 1, “pressure traces can be seen on the fetal neck”
indicates that the umbilical cord is wrapped around the fetal neck, and the “U” shape
means the umbilical cord is wrapped around the neck once, so the conclusion is inferred to
be “fetal cord wrapped around the neck once”. At the same time, all other findings of the
fetus were normal, so the ultrasound diagnosis extracted the statement “single live fetus”
from the ultrasound description as the conclusion.

The ultrasound diagnosis is made on the basis of the ultrasound description, which
amounts to a second review of the ultrasound description by the sonographer and is a waste
in terms of time efficiency. Thus, this paper targets the diagnostic problems of Chinese
ultrasound reports in obstetrics and gynecology. The research objectives of this paper are
as follows: (1) to develop an effective deep learning model for large-scale, rapid diagnosis
to reduce the workload of sonographers, and (2) to build a publicly available dataset of
obstetrical and gynecological ultrasound reports and to find some effective ways to address
the above challenges.
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Table 1. Examples in the dataset.

Ultrasonic Descriptions Ultrasound Diagnosis

子宫前位，正常大，宫腔线清，内膜厚1.2 cm，子宫肌层回声均
匀。双卵巢正常大。CDFI：未见异常血流信号。
(Uterus anteverted with normal size. The endometrium is clearly
visible. No abnormality seen in the myometrial echo. Endome-
trial thickness is 1.2 cm.The size of left and right ovary is normal.
CDFI: No abnormal blood flow signal was observed.)

子宫正常大
(The size of the uterus is normal.)

子宫前位，正常大，宫腔线清，内膜厚0.5 cm，宫壁回声不均
匀。子宫前壁见4.0*4.1 cm低回声结节。双卵巢正常大，CDFI：
未见异常血流信号。
(Uterus anteverted with normal size. The endometrium is clearly
visible. Endometrial thickness is 0.5 cm. Abnormality seen in
the myometrial echo. A 4.0*4.1 cm hypoechoic nodule is seen
in the anterior uterus wall. The size of left and right ovary is
normal. CDFI: No abnormal blood flow signal was observed.)

子宫肌瘤
(Fibroid)

宫内单胎。胎位:头位;胎心: 145次/分。AFI: 10 cm; BPD: 5.2
cm; HC: 19.0 cm; AC: 17.2 cm;
FL: 3.7 cm。胎盘:前壁0级。胎儿描述: 头颅:颅骨光环完整,其内
结构未见明显异常。眼:可见。上唇: 皮肤回声连续,未见明显异
常。四腔心:可见。胃泡: 显示。膀胱: 显示。双肾: 大小正常。
胎儿其他情况: 胎儿颈部可见“U”形压迹。孕妇情况: 双卵巢未显
示，双附件区未及明显包块。
Single viable fetus. VERTEX presentation at the time of scan.
Fetal heart rate is about 145 B/m. AFI: 10 cm; BPD: 5.2 cm; HC:
19.0 cm;
AC: 17.2 cm; FL: 3.7 cm.Placenta on anteverted aspect. Grade
0. Fetal description: Head: The cranial halo is intact and its
structure shows no obvious abnormalities. Eyes: Visible. Upper
lip: continuous skin echogenicity, no significant abnormalities.
Four-chamber view of normal fetal heart: Visible. Magenblase:
Visible. Urinary bladder: Visible. Kidney: Normal size. Other
conditions of the fetus: “U”-shaped pressure traces can be seen
on the fetal neck. The situation of pregnant women: The size of
left and right ovary is normal. No obvious masses in the bilateral
annex area.)

宫内单活胎，胎儿脐带绕颈一周，请结合临床。
(Single viable fetus. Fetal umbilical cord wrapped around the
neck once. Please correlate with clinical finding.)

To achieve these purposes, we built a new automated diagnostic model that extracts
key information from ultrasound reports and automatically generates diagnostic results.
In the first step, we used desensitized data from the ultrasound department of the Second
Affiliated Hospital of Jilin University to create a dataset containing complete reports
(including ultrasound descriptions and diagnostic results) for 180,000 patients. In the
second step, the dataset was preprocessed to remove typos and redundant text to facilitate
subsequent use of the dataset by other researchers. In the third step, a specialized lexicon
in the field of ultrasound was established to effectively improve the accuracy of named
entity recognition. In a fourth step, a sequence-to-sequence model is used, while a pattern-
matching algorithm is added to extract the relationship between ultrasound descriptions
and diagnostic findings, with the aim of addressing the problem of words that do not
appear in ultrasound descriptions appearing in diagnostic findings. Finally, we propose the
synonym processing method and probabilistic accuracy methods that effectively reduce
the influence of physicians’ subjective thinking.

In summary, the contributions of our paper are summarized as follows:

• We constructed and published a fully open dataset containing 180,000 Chinese ob-
stetric and gynecologic ultrasound reports. Our dataset is available in GitHub
https://github.com/rachel12308/Chinese-OB-GYN-report-dataset (accessed on 6
June 2022).

https://github.com/rachel12308/Chinese-OB-GYN-report-dataset
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• We proposed an interdisciplinary knowledge-based automatic retrieval method (IKAR)
for obstetric and gynecological ultrasound in which the ultrasound diagnosis can be
generated automatically from ultrasonic descriptions. The model was applied on the
hospital dataset for the experimental verification of its effectiveness and efficiency.
As a result, it was proved that the model could achieve an accuracy, recall and F-score
of around 90%.

• We have carried out a detailed analysis of the dataset and proposed several targeted
approaches to address the challenges encountered in the Chinese diagnostic task.
Both of these methods are better at reducing errors and significantly improving
inference performance.

The remainder of this paper is organized as follows: Section 2 serves as an introduction
of a relevant model or system for information retrieval in the medical field. In Section 3,
a public ultrasound report dataset in Chinese is established. In Section 4, the IKAR method
is proposed. The details of each module are explained in the related subsections of Section 4.
In Section 5, the proposed IKAR method is verified experimentally through the dataset.
The performance of the proposed model is then evaluated and compared to some traditional
models. Section 6 contains the conclusion of this paper.

2. Related Work

Information retrieval techniques have been widely used in the medical field for the
detection of tumors, circulatory system diseases, digestive system diseases and neurological
diseases [1]. The main methods utilized are traditional NLP models (rule-based algorithms,
self-designed algorithms, etc.), traditional machine learning and neural network models.
Except for neural network models, all of the above methods are interpretable and widely
used. Neural network models have also gradually come to the attention of researchers
in recent years due to their excellent information retrieval capabilities. Table 2 shows the
information retrieval methods applied to selected disease types.

Table 2. Disease areas and implementation methods for medical information retrieval.

Application Areas Methods No. of Papers

Circulatory system diseases

cTAKES + Self-designed NLP Algorithm [17]
Rule-based algorithm [18]
KnowledgeMap Concept Identifier (KMCI) [19]
MedTagger + Self-designed NLP Algorithm [20]
CUIMANDREef + Self-designed Algorithm [21]
CNN VS traditional NLP models [22]

7

Nervous system diseases
RF/SVM/LR/CNN + Rule-based Algo-
rithm [23]
MetaMap+Build Dictionary [24]

2

Digestive system diseases
Unstructured Information Management Archi-
tecture (UIMA) + Rule-based Algorithm [5]
Self-designed NLP Algorithm [25]

2

Tumor Neural Network model [26] 1

Other

13 Neural Network models [27]
Transformer-based model [28]
BERT [29]
CheXbert [30]

4

Fu et al. [23] built a system that utilized both rule-based and machine learning ap-
proaches. This system is used to identify Silent Brain Infarction (SBI) and White Matter
Disease (WMD) from electronic health records (EHR), and the accuracy rate can exceed 0.9.
Selen et al. [31] present a model for natural language processing that combines a rule-based
feature extraction module with a conditional random field model. The model can extract
96% accurate measurements and core characteristics from radiology reports. Zhou et al. [24]
utilized an NLP approach to extract lifestyle information from clinical record data for
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260 sick and healthy persons. They explored the factors that might cause AD dementia
based on this knowledge. According to the findings, the approach accurately extracts 74%
of the influencing factors. Warner et al. [32] used an NLP algorithm to extract cancer stage
information from electronic health records. The result showed that 72% of patients could
identify the specific stage (e.g., stage I, stage II). Mehrabi et al. [33] proposed a rule-based
NLP method to identify patients with a family history of pancreatic cancer. On two public
datasets, the method achieves 87.8% and 88.1% accuracy, respectively. Farrugia et al. [34]
developed an NLP system for extracting cancer stage and recurrence information from
radiological reports. This approach has a 97.3% accuracy in identifying original tumor flow,
metastasis, and recurrence.

With the development of deep learning, many researchers have started to explore
the application of neural networks to medical datasets. Matthew et al. [22] compared
the performance of convolutional neural networks (CNN) and traditional NLP models in
extracting pulmonary embolism (PE) results. Kenneth et al. [26] also used a neural network
model to extract cancer information and identified specific information more accurately.
More recently, some more complex neural network models, such as Transformer [35]
and BERT [36], have achieved very good results on many NLP tasks. Ignat et al. [27]
compared 13 supervised classifiers, including Transformer, and showed that the BiLSTM
approach based on the attention mechanism performed the best. David et al. [28] proposed
a Transformer-based model for MRI neuroradiology reports with classification performance
higher or slightly lower than that of domain experts. Keno et al. [29] used BERT to identify
the most important findings in critical care chest radiograph reports and achieved the
best performance in identifying congestion, effusion, consolidation, and pneumothora
compared with previous methods. Akshay et al. [30] proposed CheXbert to extract one or
more clinical findings from radiology reports. The model goes beyond the previous best
rule-based tagger and sets up a new SOTA on MIMIC-CXR [37].

Many recent works have demonstrated the usability and effectiveness of neural net-
work models. However, most of the studies are for medical reports in English, perhaps
because most of the English reports have standard Unified Medical Language System
(UMLS), so there are more corresponding tools available and shared. In the Chinese lan-
guage domain, there is a lack of standard data formats, so algorithms need to be designed
to meet the needs in conjunction with the specific form of the dataset.

3. Dataset Construction
3.1. Data Collection

The dataset was collected from the Second Affiliated Hospital of Jilin University in
Changchun, China, between 2012 and 2015, and contains 180,000 ultrasound reports. All
identifying information has been removed to protect patient privacy. All reports were
approved by the local institutional review board, and informed consent was obtained. All
ultrasound reports are unstructured and written in Chinese.

3.2. Preprocessing

In order to effectively analyze the text and reduce the impact of typos and redundant
text, the ultrasound report must be preprocessed. The details are described below.

• Step 1. Dealing with typos in texts.
• Step 2. Dealing with redundant texts in the report. Ultrasound is only an ancillary item

to help the doctor make a diagnosis. As a result, there are many suggestive phrases
in the ultrasound report, such as “re-evaluation after 2–3 weeks” or “please correlate
with clinical finding”. These statements were not useful to the clinical support system
in our task, so 56 similar suggestive statements were eliminated.

3.3. Named Entity Recognition

Many Asian languages, such as Chinese and Japanese, do not use spaces to separate
words, unlike English. Therefore, for a better analysis of the Chinese report, Named Entity
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Recognition is a key initial step. In order to improve the accuracy of NER, a specialized
dictionary in the field of in obstetric and gynecological ultrasound needs to be created for
the following two reasons:

• First, ultrasound reports contain a large number of medical terms. Because the word
frequency of specialized vocabulary is much lower than that of common vocabulary,
the NER may make mistakes. For example, it is possible to split the sentence “宫腔线
清 (The endometrium is clearly visible)” into “宫腔” and “线清”, but the correct result
is “宫腔线” and “清”.

• Second, ultrasound reports are relatively similar in content and often use repeated
words. Only 3763 words are used in the ultrasound descriptions of this dataset, while
only 498 words are used in the ultrasound findings.

By analyzing the texts of the report, we found that 93.2% of the professional phrases
were made up of two or three words, and all phrases of four words or more were made
up of short words. The percentages of words of different lengths are shown in Table 3.
Therefore, we combine unsupervised and supervised learning methods for NER. Figure 1
shows the process of NER. For unsupervised learning, first, all the words are combined
according to the bigram and trigram algorithm and sorted by the number of occurrences.
For supervised learning, ultrasonographers were invited to label 2000 representative ultra-
sound reports. These reports were fed into the BiLSTM-CRF model for training, and the
number of occurrences of all words was counted. BiLSTM-CRF [38] is a classical NER
model that can significantly improve the performance of Chinese NER tasks, reaching
State-of-the-Art on many datasets [39,40]. The model is relatively simple to implement
and fast to train. Moreover, the NER task in this paper is only used as an aid to enrich the
words in the dictionary, so the BiLSTM-CRF model is chosen. Finally, 581 phrases were
selected for the dictionary, combining suggestions from sonographers and terminology
from《Ultrasonographic Diagnosis in Obsterics and Gynecology》[41].

Table 3. Percentage of three types of words in the dictionary.

Type Percentage

Words formed by two Chinese characters 76.70%
Words formed by three Chinese characters 16.50%
Words formed by more than three Chinese

characters 6.80%

Figure 1. The process of building a dictionary.
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To transform sentences into a form that the computer can understand, ultrasonic
descriptions are segmented via a Chinese tokenizer with the dictionary. The accuracy rate
of NER increased from 88% to 95%. Moreover, the dictionary covers 94.2% of all Chinese
characters in the ultrasound reports.

3.4. Data Analysis

A total of 29,816 ultrasound reports were analyzed in this paper, in which 16 reports
are blank and therefore excluded. In this section, 19,900 reports are put in the training
set, 4950 reports are put in the validation set and 4950 reports are put in the test set.
Table 4 shows the word count statistics of the dataset after segmentation and correction.
“Diagnosis” denotes the number of reports. “Tokens_description” and “Tokens_result”
indicate the total number of words after tokenization of the ultrasound description and
ultrasound result, respectively. Each ultrasound description has an average of 39 words
and each ultrasound result has an average of four words.

Table 4. Word count statistics of the training and test sets.

#Number #Tokens_DESCRIPTION #Tokens_RESULT

Train 19,900 767,026 81,304
Dev 4950 195,843 20,342
Test 4950 196,976 20,949
Total 29,800 1,159,845 122,595

4. IKAR Method
4.1. Task

The task of this paper is to generate specific phrases from ultrasound descriptions and
use them as diagnostic results. The model takes in sentences from ultrasound descriptions
as inputs and outputs critical phrases. Figure 2 illustrates the task of this paper, which aims
to automatically extract specific information to help the doctor make a diagnosis.

 A 4.0*4.1 cm 
hypoechoic 

nodule is seen in 
the anterior uterus 

wall...

Oh, I may 
have a fibroid.

IKAR method

Figure 2. The task of the paper.

4.2. Implementation of the System

The IKAR method takes advantage of both the Transformer model and relation extrac-
tion method. After analyzing the diagnosis report and consulting the experts in obstetrics
and gynecology, we developed the Synonyms Handling method and Probabilistic Accu-
racy algorithm to further enhance the performance of the system. The overall view of
the system is shown in Figure 3. Each process of the model is explained in detail in the
following subsections.

Figure 3. Overall view of the system.
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4.2.1. Word Embedding

In order to transform words into a form that the computer can understand, words
need to be transformed into word vectors. Glove, Word2Vec and BERT are common
word-embedding models. In this work, the BERT model is chosen for word embedding.
BERT is context dependent, and the same word in different contexts may generate different
representations. Moreover, BERT takes into account the position of the word in the sentence.

4.2.2. Sequence-to-Sequence Model

Sequence-to-sequence models have been widely used in the fields of machine transla-
tion and keyword generation, and they have achieved good results. In the field of machine
translation, the seq2seq models deal with text in two languages, such as translating a
sentence from English to Chinese. In the field of keyword generation, the input data to the
model is usually a piece of news or a paper, and the output is the keywords of the article.
The task in this paper has some commonalities with the tasks described above. The three
cases shown in Table 1 may also exist in the above task. As a result, the sequence-to-
sequence (seq2seq) model was chosen for information retrieval as a solution to the problem
of ultrasound results containing terms that do not appear in the ultrasound descriptions.
Figure 4 represents the data flow of this part.

In the first step, the ultrasound descriptions and ultrasound findings from the training
set are fed into the transformer model for training. In the second step, the ultrasound
descriptions from the test set are fed into the model trained in the first step to obtain
preliminary results. In the third step, some error results are modified according to the
relation extraction algorithm to obtain the final results of this part.

Relation Extraction

Ultrasonic Description
宫内单胎胎位头位
胎心 140 羊水AFI 5...
Single viable foetus. Foetal
heart rate is about 145B/m.
AFI 5...

Ultrasound Diagnosis

宫内单活胎

Single viable foetus

Ultrasound Diagnosis
宫内单活胎羊水偏少

Single viable foetus and
oligohydramnios.

Train Set

Ultrasonic Description

Ultrasound Diagnosis

Seq2seq model
model

Test Set

model

Preliminary ResultsFinal Results

Figure 4. Pipeline of the information retrieval.

Transformer was selected as the model underlying the information retrieval task.
It is a fully attention-based encoder–decoder model that uses a multi-headed attention
approach. Transformer considers a different focus for each word when generating the
resulting sequence, substantially improving the accuracy of the prediction. In the realm of
machine translation, the advent of the attention mechanism marks a watershed moment.
Bahdanau et al. [42] proposed an attention-based model in 2014. Instead of a fixed-length
vector, the encoder in the model maps the source text as a sequence of vectors. At each
time step, the decoder selects a subset of these vectors to generate tokens in the target
sentence. Google proposed the Transformer model based on the idea of multi-headed
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attention. Since then, Transformer has gradually become the mainstream model in the
field of natural language processing. The improved model based on Transformer has
reached state-of-art on several datasets such as WMT2014 English-German [43], IWSLT2015
English-Vietnamese [44], DUC 2004 Task 1 [45], etc. The attention mechanism fits the
characteristics of the task in this paper. Each sentence in the ultrasound result corresponds
to a different part of the ultrasound description. Therefore, the Transformer model is chosen
for knowledge extraction in this paper.

The Transformer model consists of two parts: the encoder and the decoder. The
encoder continuously corrects the vector to better represent the semantic information of
the context. The decoder uses the attention mechanism when generating words, reasoning
about the words that should be output later based on the previous output. The decoder
continuously performs the inference process until it inferred the end marker <EOS>, which
indicates the end of the task. The training is stopped after five consecutive rounds. At this
point, the ultrasound descriptions of the test set are input to the model, and the initial
prediction results of the model are obtained.

4.2.3. Relation Extraction

By analyzing the initial prediction results obtained from the Transformer model,
the pattern-matching algorithm was chosen for relation extraction in this paper. The pattern-
matching algorithm has the advantages of high accuracy, customized for specific domains,
easy to implement and simple to build [46]. Therefore, three patterns are defined based
on the experimental results as shown in Table 5. If the sentences satisfying the following
patterns can be extracted from the ultrasound description, the corresponding diagnostic
results can be obtained directly. For example, the “胎儿颈部可见“U”形压迹 (“U”-shaped
pressure marks can be seen on the fetal neck)” in the ultrasound description fits the pattern
in the first row of Table 5—“胎儿 (fetal)” + “颈部 (neck)” + “可见 (can see)” + ““U”形压迹”
(“U”-shaped pressure marks). Thus, the diagnostic result is “胎儿脐带绕+颈+一周 (fetal
umbilical cord wrapped around the + neck + one times)”.

Table 5. Definition of patterns.

Definition of Patterns Result

胎儿+位置+动词+压迹形状
(Fetus + position + verb + shape of pressure
marks)

胎儿脐带绕+位置+一周/两周/三周
(Fetal umbilical cord wrapped around the + po-
sition + one/two/three times)

AFI + number (number range from 0 to 7.9) 羊水偏少
(Oligohydramnios)

AFI + number (number greater than 18) 羊水偏多
(Hydramnion)

The results of the Transformer model are modified according to Table 5. As shown
in Algorithm 1, firstly, the statements in the ultrasound descriptions of the test set that fit
the patterns in Table 5 were filtered out. Then, we determine whether the above texts have
already output the correct result. If the correct results have been output, no modification
is made; otherwise, the incorrect results are removed and the correct diagnostic results
are added.

4.3. Extrinsic Evaluation Framework

Since there is no standard format for Chinese ultrasound reports, different doctors
may have different words to describe the same disease. Therefore, the diagnostic habits
of doctors can also influence the accuracy of the results. To mitigate the impact of this
problem, we developed and integrated the Synonyms Handling method and Probabilistic
Accuracy algorithm in the IKAR method.
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4.3.1. Synonyms Handling

Different doctors may use different words to express the same meaning when making
a diagnosis. For example, “极少” and “过少” (they both mean little), “偏多” and “过多’
(they both mean much), etc. If a correct word in the test set is not inferred, but its synonym
is inferred, then the synonym should be considered as a correct prediction. The Word2Vec
tool is used to obtain the word vectors after segmenting the ultrasound reports into words.
The cosine similarity between “极少” and “过少” was calculated to be 0.953, and the cosine
similarity between “偏多” and “过多” was calculated to be 0.968. Therefore, the problem of
synonyms in the results of the model and the test set can be handled by the cosine similarity.
When the cosine similarity between the model-generated word and the correct word is
greater than or equal to 0.9, the model-generated word is considered to be correct.

Algorithm 1: Pattern-Matching Algorithm.
Input : The ultrasound descriptions (w1, ..., wi, ..., wn) in the test set, i ∈ [1, n]

The ultrasound findings (u1, ..., ui, ..., un) in the test set, i ∈ [1, n]
The result (p1, ..., pi, ..., pn) obtained by inputting (w1, ..., wi, ..., wn) into

the seq2seq model, i ∈ [1, n]
Output : The modified result
foreach wi of the number i do

if keywords in wi then
if ui = pi then

continue
else

delete error words
modify the pi according to the rules in Table 5

end
end

end

4.3.2. Probabilistic Accuracy

There is no standard format for Chinese ultrasound reports, so different doctors
may choose to use different phrases to describe diagnostic results that are normal or not
obviously serious. For example, some physicians will give a diagnosis of “子宫正常大 (the
size of the uterus is normal.)” for “子宫前位，正常大，宫腔线清，内膜厚 0.8 cm，宫壁
回声不均匀。双卵巢正常大。CDFI:未见异常血流信号。 (Uterus anteverted with normal
size. The endometrium is clearly visible. No abnormality seen in the myometrial echo.
Endometrial thickness is 0.8 cm. Abnormality seen in the myometrial echo. The size of left
and right ovary is normal. CDFI: No abnormal blood flow signal was observed.)”, while
others may give a diagnosis of “回声不均 (Uneven echogenicity)”. From a professional
point of view, all of this patient’s indicators are normal. The uneven echogenicity of the
uterine wall is also normal and does not require additional attention. A standard diagnosis
does not exist for this patient’s ultrasonic description. At this time, the result of the model
is “子宫正常大”, “回声不均” or neither of them should be considered as correct prediction.

Algorithm 2 was proposed to alleviate this problem. In the first step, if “回声不均匀
(Uneven echogenicity)”, “回声不均 (Uneven echogenicity)” or “子宫正常大 (The size of
the uterus is normal)” appears in both the ultrasound description and ultrasound result of
the test set, but the above words do not appear in the output of the model, then the correct
words “回声不均匀”, “回声不均”, or “子宫正常大” should be added to the model output.
In the second step, if “回声不均匀”, “回声不均” or “子宫正常大” appears in both the
ultrasound description of the test set and the model output, but the above words do not
appear in the ultrasound result of the test set, then “回声不均匀”, “回声不均” or “子宫正
常大” is added to the diagnostic results of the test set. This method minimizes the influence
of the doctor’s diagnostic habits and allows our model to calculate accuracy, recall and
F-score more precisely.
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4.3.3. Evaluation Metrics

The evaluation method uses accuracy, recall, and F-score. The evaluation objects are
the correct diagnostic results in the test set and the prediction results of the model, as
shown in Equations (1)–(3).

acc = ptrue/(ptrue + p f alse) (1)

rec = ptrue/(ptrue + n f alse) (2)

f 1 = 2× acc× rec/(acc + rec) (3)

In Equations (1) and (2), ptrue indicates how many words in the correct diagnostic
result were correctly predicted by the model. p f alse indicates how many words in the correct
ultrasound result were not predicted by the model. n f alse indicates how many words in the
model’s predicted result did not appear in the correct diagnostic result.

Algorithm 2: Probabilistic accuracy.
Input : The ultrasound descriptions (w1, ..., wi, ..., wn) in the test set, i ∈ [1, n]

The ultrasound findings (u1, ..., ui, ..., un) in the test set, i ∈ [1, n]
The final output (p1, ..., pi, ..., pn) of the module in 3.3.1, i ∈ [1, n]

Output : Modified results (p1, ..., pi, ..., pn) of the model output, i ∈ [1, n]
Modified ultrasound results (u1, ..., ui, ..., un) of the test set, i ∈ [1, n]

foreach wi of the number i do
if keywords in wi and ui then

add keywords to pi
end

end
foreach wi of the number i do

if keywords in wi and pi then
add keywords to ui

end
end

5. Experiments

In this section, the proposed system’s performance was assessed. This section was
divided into two parts: (a) results for the sequence-to-sequence models and (b) results for
the IKAR method.

5.1. The Basic Sequence-to-Sequence Models

In this study, four representative seq2seq models were considered for comparison
with the Transformer model.

• seq2seq+RNN is the earliest seq2seq model [47]. This model sets one RNN as the
encoder and one RNN as the decoder, which can score some sequences. This model
can also generate target sequences based on source sequences.

• seq2seq+LSTM [48] replaces the RNN module of the above model with an LSTM
module. Complete sentences are used for training instead of just phrases.

• seq2seq+copyRnn [49] first applied the encoder–decoder structure to the keyword
generation problem. By adding a replication mechanism to the RNN, it helps the
model to predict those words with a low number of occurrences in the original text.

• seq2seq+Reinforcement Learning [50] introduces reinforcement learning to the key-
word generation task for the first time. The model is set up with an adaptive reward
function. The function first uses the recall value as a reward to ensure that a sufficient
number of keywords is generated.
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The above neural network models mainly used the deep learning framework of
PyTorch [51] and Jieba [52]. All models are trained using NVIDIA GeForce RTX 3060.
The parameters of the models are set as follows: the batch size is set to 50, the learning rate
is set to 1× 10−4 , the training epoch is set to 10, and the number of steps is 4990. For text
greater than 512 in length, the first 512 of the text is retained. The majority of ultrasound
reports are relatively short and rarely have more than 512 words. For the occasional text
that is too long, the extra-long parts are simply deleted.

Table 6 shows the results of five classical models. The data entered into these five
models are words that have been processed only by tokenization without the use of other
processing methods involved in IKAR. It can be seen that the LSTM model performs the
worst, with nearly 25% less accuracy than the other models, and even worse than the RNN
model that appeared first. This indicates that this task does not need to summarize the
information of too many phrases in the source text, and there is no long-term dependency
problem. The correct result can be inferred by analyzing the words in the vicinity of
the keywords. For the copyRnn method with the copy mechanism, the accuracy is not
as good, which is probably because many words appear in the ultrasound results that
are not in the ultrasound descriptions. The result of the reinforcement learning model
is better, but it is not as good as the transformer model, which is completely based on
attention. The Transformer model can achieve a neutral sum of accuracy and recall with
the highest F-score.

Table 6. Accuracy, recall and F-score of the five basic model.

Accuracy Recall F-Score

LSTM 58.14% 86.82% 69.64%
RNN 86.20% 88.89% 87.52%
copyRnn 84.97% 91.10% 87.93%
Reinforcement Learning 86.21% 89.63% 88.39%
Transformer 87.42% 90.75% 89.05%

The result may indicate that the Transformer’s multi-headed attention mechanism is
better suited to the task and can capture important information from the entire sentence.
In the ultrasound description shown in Figure 5, the uterus, the endometrium, the in-
trauterine, the uterine wall, the right annex area, the left ovary and the left annex area are
described. In the ultrasound result shown in Figure 5, the abnormalities of the intrauterine
and right adnexal regions in the previous text are summarized. “宫内暗区 (Dark area seen
in the uterus)” is derived from “宫内见暗区0.9*0.6 cm, 0.8*0.7 cm (Dark areas of 0.9*0.6 cm
and 0.8*0.7 cm are seen in the uterine cavity)”. “右附件区囊性包块 (Cystic mass visible in
the right adnexal region)” is derived from “右附件区见4.2*3.3 cm无回声，界限尚清，形态
尚规则 (There is a 4.2*3.3 cm anechoic zone in the right adnexal area. The right adnexal
area is well defined and regular in shape)”. Therefore, it is necessary to focus on some
of the keywords when generating ultrasound diagnostic results. It is consistent with the
advantages of the attention mechanism.

5.2. Pattern-Matching Algorithm

The results of the basic sequence-to-sequence model after adding the pattern-matching
algorithm are shown in Table 7. It illustrates that the algorithm greatly improves the
performance of the model. All models have about a 1% decrease in recall rate and 1% to 7%
increase in accuracy rate, thus reaching a higher F-score. It shows that the pattern-matching
method proposed in this paper is effective in increasing the number of correct words.
The best-performing Transformer model eventually achieves an accuracy, recall and F-score
value of about 90%.
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Uterus anteverted with slightly larger size. The endometrium is clearly visible. Dark areas 

of 0.9*0.6cm and 0.8*0.7cm are seen in the uterine cavity. They have a slightly stronger 

echo around it. No yolk sac seen in uterus. Echoes of the uterine wall are uneven. There is a 

4.2*3.3 cm anechoic zone in the right adnexal area. The right adnexal area is well defined 

and regular in shape. The left ovary is not shown. No obvious mass in the left adnexal 

region.

子宫前位，略大，宫腔线清，宫内见暗区0.9*0.6cm、0.8*0.7cm，周边回声偏强，

其内未见卵黄囊，宫壁回声欠均匀。右附件区见4.2*3.3cm无回声，界限尚清，形态

尚规则。左卵巢未显示，左附件区未见明显包块。

Dark area seen in the uterus

Cystic mass visible in the right adnexal region

Normal indicators

Normal indicators

Figure 5. Example of a pair ultrasound description and finding.

Table 7. Accuracy, recall and F-score of the five basic model with pattern-matching algorithm.

Accuracy Recall F-Score

LSTM 63.00% 85.71% 72.62%
RNN 87.03% 88.04% 87.53%
copyRnn 87.32% 90.10% 88.69%
Reinforcement Learning 88.23% 89.22% 88.72%
Transformer 89.38% 91.09% 90.23%

As can be seen from Table 7, the IKAR approach, which is the Transformer model
combined with the pattern-matching algorithm, performs best in the evaluation framework
proposed in this paper. The method proposed achieves an accuracy of 89.38%, recall of
91.09% and F-score value of 90.23%. It shows that the relation extraction method proposed
in this paper is effective in increasing the number of correct words. By processing synonyms
and incorporating probabilistic accuracy methods, the method also corrected some phrases
that were mistakenly thought to be incorrect.

5.3. Individual Examination Items

To further analyze the performance of the IKAR method, the ultrasound report was
subdivided into 10 sections. Table 8 shows the 10 common components of the ultrasound
report. These 10 parts cover the entire content of the ultrasound report and are key reference
information for doctors to determine whether the patient has gynecological diseases or to
check whether the fetal condition is normal.

Figure 6 shows an example of a diagnostic result. According to the classification
criteria in Table 8, this sentence can be divided into three parts: the condition of the uterus,
the condition of the annex area, and the condition of the ovaries. According to this criteria,
we divided the results of our model and the correct results of the test set into 10 parts. Then,
the accuracy, recall and F-score were calculated separately for each part. Table 9 shows
the test results for each component. Figure 7 plotted the detailed performance of these
10 components based on IKAR method proposed in this paper.
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Table 8. Ten common items in ultrasound reports.

Name Brief Description

1 The condition of the uterus Describe the size, presence, shape and number of the uterus, etc.
2 The condition of the annex

area
Describe the presence or absence of abnormal masses in the annex areas.

3 The condition of the ovaries Describe the presence or absence of polycystic ovary syndrome.
4 The condition of the cervix Describe the presence of lesions or abnormalities in the cervix.
5 The condition of the vagina Describe the presence of lesions or abnormalities in the vagina.

6 Whether the patient is preg-
nant

Describe whether the patient is pregnant, confirm fetal viability and check for the number
of fetuses.

7 The condition of the fetus Describe the basic condition of the fetal head, eyes, heart, etc.
8 Fibroid Describe whether the patient has fibroid and their number.
9 Adenomyosis Describe whether the patient has adenomyosis.

10 Other abnormal conditions Describe other abnormalities in the patient’s report.

The condition of the ovaries

The condition of the uterus

子宫 正常 大 右 附件区 囊性 包块 左 卵巢 偏多囊性 改变

The condition of the annex area

The uterus is normal in size. Cystic mass in the right adnexal region. 

Polycystic changes in the left ovary.

Figure 6. Example of an ultrasound finding.

In Table 9, the F-scores for the condition of the uterus, the condition of the annex area,
and the condition of the fetus were all improved by 1% to 12% after processing in combina-
tion with the method proposed in this paper. The recall is greater than the accuracy for the
condition of the ovaries, the condition of the cervix, fibroid and other abnormal conditions.
This indicates that the current method accurately captures certain potential information.
For the condition of the uterus, the condition of the vagina, and the condition of the fetus,
the accuracy was greater than the recall. This indicates that the current method needs
to add more rules to produce correct answers. In Table 9, the current method performs
better for six items numbered 1, 4, 5, 6, 8 and 9. This is because the descriptions of these
six items are relatively simple, and most of them have an ultrasound result of about three
words. The system works well for such items with simple descriptions. On the contrary,
the performance of the remaining four items was poor, which may because the ultrasound
results of these terms were more complex and involved more words. The accuracy of the
fetal condition was significantly lower than the other items, which may be because some
disease such as “Tetralogy of Fallot”, “Cystic Hygromas” and “Dandy–Walker malforma-
tion” were present in the test set but do not appear in the training set or appear less than
10 times. The descriptions of these diseases were all relatively complex, and the model
was not able to learn the relevant features well enough to predict these diseases. These
erroneous outputs significantly affect the accuracy.
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Table 9. Accuracy, recall and F-score of our model for each part.

Name of Each Part IKAR

Accuracy Recall F-Score

1 The condition of the uterus 95.56% 93.99% 94.77%
2 The condition of the annex area 79.37% 81.00% 80.18%
3 The condition of the ovaries 76.23% 87.72% 81.97%
4 The condition of the cervi 83.17% 95.45% 88.89%
5 The condition of the vagina 99.48% 98.46% 98.96%
6 Whether the patient is pregnant 95.81% 96.88% 96.34%
7 The condition of the fetus 80.54% 62.16% 70.17%
8 Hysteromyoma 86.87% 93.8% 90.2%
9 Adenomyosis 90.48% 90.19% 90.34%
10 Other abnormal conditions 79.19% 90.55% 84.49%

Figure 7. Accuracy, recall and F-score of IKAR for each part.

5.4. Limitations

Although the method proposed in this paper can achieve some effectiveness on the
dataset, there are still some limitations. First, since the method proposed in this paper is a
baseline experiment for this dataset, only a few classical seq2seq models have been tested.
In future work, some other neural network models (e.g., BERT, etc.) can be considered.
Second, the pattern-matching algorithm proposed in this paper does not take into account
all the rules available in ultrasound reports. This is because the types of ultrasound reports
are complicated, and it is difficult to identify the common features of certain diseases.
In future work, further consultation with ultrasonographers and continued study of the
reports can be performed to extract more association rules. Third, the lack of interpretability
of neural network models is also a critical issue in gaining physicians’ trust in clinical
practice. How to solve this problem is a common direction for scholars’ future research.

The publicly available dataset provided in this paper also has some limitations. First,
the dataset has a data imbalance problem. The method cannot identify some rare gyneco-
logical and obstetric diseases because of the small number of ultrasound reports for some
diseases. The inclusion of algorithms to deal with data imbalance can be considered in
future work. Moreover, the model may not output the results expected by doctors in other
hospitals when applied directly to their datasets due to the different idioms of different
doctors. In future work, the diagnosis can be converted to labels by manually labeling
the dataset, which in turn converts the information extraction problem into a multi-label
classification problem with more general applicability.
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6. Conclusions

In this paper, a publicly available dataset of obstetrical and gynecological ultrasound
reports is built. This dataset contains 180,000 complete Chinese ultrasound reports. We
have processed the errors contained in this dataset and provided a dictionary in the field
of ultrasound, which will help interested scholars use this dataset for more meaningful
research. Based on this dataset, a new knowledge extraction method (IKAR) is proposed.
The IKAR method could generate diagnostic results from Chinese ultrasound reports
automatically, so it could serve as a quick and convenient tool to provide a reference in
final clinical diagnosis in the domain of gynecology and obstetrics.

In this model, the Transformer model and relation extraction algorithm are used and
further developed according to the professional knowledge of gynecology and obstetrics
to enhance the performance of data information retrieval in the reports. In addition, the
Synonyms Handling method and Probabilistic Accuracy algorithm are developed to reduce
the influence of subjective expressions and build a standardized format for ultrasound
reports, which further improves the performance of the model.

After a detailed explanation of the model, the proposed IKAR method and four
traditional sequence-to-sequence models are applied to a hospital dataset for experimental
verification. As a result, the IKAR method has the best performance for obstetric and
gynecological ultrasound reports. The IKAR method could achieve 89.38% accuracy,
91.09% recall, and 90.23% F-score. Compared to traditional models such as RNN and
LSTM, the IKAR method has an overall improvement of 1% to 8% in accuracy and 1% to
3% in F-score. Among the 10 components of the ultrasound report, 90% of the components
achieved an F-score of 80% or more, and 50% of the components achieved 90% or more.

In the future, the characteristics of ultrasound descriptions and the rules of identifying
diseases can be further studied in order to improve the accuracy of identifying rare gyneco-
logical diseases. By analyzing the reports of other diseases, the IKAR method could have
a larger dictionary, and it is possible to diagnose more kinds of diseases and be applied
in other medical fields. Finally, the IKAR method is not limited to information retrieval
of texts; it also has potential application for the “information retrieval” of images, such
as automated medical image recognition to identify the location and properties of lesions
from images [53,54]. If integrated with an automated image recognition method, the IKAR
method will have potential to perform an entirely automated ultrasound examination.
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