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Abstract: Analyzing customer shopping habits in physical stores is crucial for enhancing the retailer–
customer relationship and increasing business revenue. However, it can be challenging to gather
data on customer browsing activities in physical stores as compared to online stores. This study
suggests using RFID technology on store shelves and machine learning models to analyze customer
browsing activity in retail stores. The study uses RFID tags to track product movement and collects
data on customer behavior using receive signal strength (RSS) of the tags. The time-domain features
were then extracted from RSS data and machine learning models were utilized to classify different
customer shopping activities. We proposed integration of iForest Outlier Detection, ADASYN data
balancing and Multilayer Perceptron (MLP). The results indicate that the proposed model performed
better than other supervised learning models, with improvements of up to 97.778% in accuracy,
98.008% in precision, 98.333% in specificity, 98.333% in recall, and 97.750% in the f1-score. Finally, we
showcased the integration of this trained model into a web-based application. This result can assist
managers in understanding customer preferences and aid in product placement, promotions, and
customer recommendations.

Keywords: shopping behavior; RFID; RSS; machine learning; outlier detection; data balancing

1. Introduction

Comprehending customer behavior is essential for enterprises as it offers valuable
insights into customer preferences and decision making, allowing companies to customize
their offerings and marketing strategies to enhance customer satisfaction and loyalty [1].
While understanding customer shopping patterns in online stores is relatively straight-
forward, it becomes challenging in physical retail settings, where monitoring shopper
behavior prior to checkout is complex. Utilizing Radio-Frequency Identification (RFID)
technology is one approach to gaining insights into customer behavior.

RFID is a technology that uses wireless communication to identify and track objects
or people using RFID tags or labels. These RFID tags contain unique identification data
and are affixed to items, allowing them to be scanned and recognized by RFID readers or
antennas [2]. RFID is regarded as an integral component of the Internet of Things (IoT) and
finds extensive application across diverse industries, including inventory management [3],
access control [4], asset tracking [5], and supply chain optimization [6], providing real-time
data acquisition and enhancing operational efficiency.
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RFID technology has emerged as a solution and has been implemented in physical stores
for purposes such as smart trolleys [7–9] and analyzing customer shopping paths [10,11]. Ad-
ditionally, previous research has demonstrated that the phase readings [12–14] and received
signal strength (RSS) of RFID [15–17], combined with machine-learning algorithms, can
effectively track customer activity within the physical store, including product browsing.
Therefore, employing machine learning models for identifying customer behavior inside
the store is crucial to enhance the efficiency of customer behavior analysis.

A multilayer perceptron (MLP), part of machine learning models, has shown success
in enhancing system performance, particularly in classification tasks [18–22]. Yet, machine
learning algorithms frequently encounter challenges such as outliers and imbalanced
datasets, which can reduce accuracy. Research has demonstrated that addressing these
issues by applying the Isolation Forest (iForest) method to remove outliers [23–27] and
utilizing Adaptive Synthetic Sampling (ADASYN) for balancing imbalanced data [28–35]
can lead to improved predictive system performance.

However, no prior research has explored the integration of iForest-based outlier
detection, ADASYN, and MLP classifiers to enhance the accuracy of customer activity
detection. Thus, this study suggests a predictive model that combines iForest-based
outlier detection, ADASYN, and MLP to forecast customer activity based on time-domain
features derived from RSS data. Additionally, incorporating this proposed predictive model
into a web-based system can provide managers with a comprehensive view of product
popularity and customer engagement. This data-driven approach enables managers to
identify browsing patterns, potentially assisting in store layout optimization and overall
shopping experience enhancement. The key contributions of this study can be summarized
as follows:

• We introduced an innovative approach that combines iForest outlier detection, ADASYN
data balancing, and Multilayer Perceptron to categorize customer activity, a novel
contribution to the field.

• The model’s performance was enhanced through the removal of outliers and balancing
of the training dataset.

• We conducted comprehensive comparative experiments, comparing our model to
other prediction methods and prior research findings.

• We analyzed the impact of outlier detection and data balancing methods, both with
and without iForest and ADASYN, on the model’s accuracy.

• Finally, we showcased the practicality of our model by designing and implementing
a web-based customer behavior analysis system.

The subsequent sections of this study are structured as follows: Section 2 outlines the
examination of customer behavior utilizing RFID and various machine learning models, en-
compassing iForest, ADASYN, and MLP. Section 3 details our suggested prediction model
for detecting customer activity. In Section 4, we present the outcomes of our experiments
and the execution of our model. Finally, in Section 5, we present the conclusions, including
any study limitations and prospective avenues for further research.

2. Literature Review

This section introduced the utilization of RFID for customer behavior analysis, along-
side the presentation of machine learning techniques such as iForest outlier detection,
ADASYN data balancing, and Multilayer Perceptron.

2.1. Customer Behavior Analysis Based on RFID

Past studies have demonstrated the versatility of RFID technology, as it can be em-
ployed for various purposes, including enhancing smart trolley systems, tracking customer
activity, and analyzing customer shopping activities within physical stores. In the context
of smart trolleys, RFID technology reduces checkout wait times and automatically gener-
ates bills, eliminating the necessity for customers to queue at cashier counters. Badi and
Momin [7] proposed a RFID and sensor-based system to reduce the waiting time for check
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out in superstores. In their proposed system they also implemented machine learning
algorithms such as Eclat association rule to identify frequent items purchased and use
it for sales promotion sent directly to customers smart phones. In another similar study,
Athauda et al. [8] designed a Smart Trolley framework to address the challenges faced by
retailers such as efficient stock maintenance and shoplifting. The proposed system has used
UHF circular polarized RFID readers, including antennas and hybrid couplers to efficiently
trace customers picked items in the trolley by overcoming previous limitations of orien-
tation, size, and shape of tagged shopping items in the trolley. This RFID system allows
for real-time tracking and processing of shopping data, providing consumers with instant
access to information via an interface. Finally, Pradhan et al. [9] introduced KONARK, an
RFID-based smart shopping system centered around a customized shopping cart equipped
with an RFID reader. KONARK aims to expedite item checkout and enable real-time
purchase tracking, providing users with a more efficient shopping experience. Additionally,
the system accurately detects user interest in specific items and offers valuable insights to
shopping mall owners, demonstrating robust performance across various mobility speeds
in a simulated shopping mall setting.

RFID technology facilitates the monitoring of customer movements within the store,
enabling the generation and retention of shopping routes for later examination. Previous
studies have shown that this can provide valuable insights into customer behavior. Naka-
hara and Yada [10] explores the potential of shopping path data, generated by tracking
customer movements in stores, to uncover insights into customer behavior and its impact
on purchasing decisions. Using LCMseq analysis on RFID real data from a Japanese super-
market, the study reveals distinctive in-store behavior patterns associated with high-value
customers. In a related study, Shen et al. [11] discusses the growing use of RFID technology,
particularly in retail, to track in-store customer behavior. It introduces a unified frame-
work for RFID-based path analytics, combining in-store shopping paths and RFID-based
purchase data to extract actionable navigation patterns.

While comprehending customer shopping patterns in online stores is relatively straight-
forward, it poses a challenge in physical retail outlets, where monitoring shopper behavior
before the checkout process is complex. Phase measurement from RFID has been applied
to detect customer activities, resulting in noteworthy findings. Zhou et al. [12], utilized
cyber physical system of RFID tags, and readers to investigate the shopping behavior of
customers to come up with effective marketing strategies for the physical shopping stores.
The proposed system ShopMiner system used customer’s interactions with products and
leveraged backscattered time-series phase readings from RFID tags to identify popular, hot,
and correlated items. Liu et al. [13] presented TagBooth, an innovative system utilizing
Commercial Off-The-Shelf (COTS) RFID devices to detect product motion and uncover
customer behaviors, offering valuable insights beyond typical transaction data. They
employed phase measurements as input data to distinguish between different forms of
customer browsing. The system demonstrates robust performance in both laboratory and
real retail store environments. Shangguan et al. [14] presented ShopMiner, a framework
utilizing passive RFID tags’ backscatter signals to detect customer activities such as brows-
ing, examining, and trying on items. By leveraging unique spatial–temporal correlations in
time-series phase readings, ShopMiner achieves high accuracy and efficiency in identifying
comprehensive shopping behaviors, as demonstrated in empirical studies conducted in
typical indoor environments.

In order to understand in-store customer behavior, including activities such product
browsing, researchers have employed machine learning prediction models in conjunction
with received signal strength (RSS) data, leading to significant discoveries. To tackle the ar-
chitectural design and privacy challenge for automated checkout systems, Hauser et al. [15]
explored the implementation of an automated checkout system in fashion retail stores,
aiming to improve customer experiences and reduce operational costs. The study aims to
detect products as they pass through the RFID gate based on machine learning methods,
i.e., logistic regression, artificial neural networks, support vector machine, and gradient
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tree boosting. The system employed RFID tag RSS, and its successful application and as-
sessment in a real-world context underscore its capability in effectively managing shopping
baskets. Choi et al. [16] utilized RFID tag data to classify customer browsing patterns
within specific zones. RFID devices capture customer behavior and preferences to inform
business decisions and tailor marketing efforts, while intelligent fuzzy screening algorithms
assist in matching apparel items according to customer preferences, product design, and
sales history. In summary, the system is anticipated to enhance the shopping experience
through smart, personalized services, ultimately contributing to the success of the retail
business. Finally, Alfian et al. [17] focuses on analyzing customer shopping behavior, partic-
ularly browsing activities, in retail stores using RFID-enabled shelves and machine learning
models. RFID technology is implemented to monitor tagged product movements, and
a dataset is generated from the receive signal strength (RSS) of tags for different customer
behavior scenarios. The results demonstrate that the proposed MLP-based model signifi-
cantly outperforms other models in terms of accuracy, precision, recall, and f-score, offering
valuable insights for product placement, promotions, and personalized recommendations
to customers.

A limitation observed in earlier research lies in the challenge of understanding cus-
tomer shopping patterns in physical retail environments, especially in monitoring shopper
behavior prior to the checkout stage, which can be intricate. While some studies have
utilized machine learning models with received signal strength (RSS) data, there is room
for improvement in model accuracy. Enhancing the model’s precision is achievable by
integrating outlier detection methods and implementing data balancing techniques.

2.2. Isolation Forest Outlier Detection

Isolation Forest (iForest) is an outlier detection algorithm that works by isolating
anomalies in a dataset. It does so by creating a binary tree structure that separates normal
data points from outliers, making it efficient and effective for identifying data points
that deviate significantly from the majority [36]. Numerous research investigations have
shown that incorporating iForest can significantly enhance classification accuracy across
various domains.

Within the framework of Industry 4.0, the utilization of iForest for outlier detection has
found application in IoT scenarios, including Wireless Sensor Networks (WSN) and RFID
systems. Ribeiro et al. [23] addresses the challenge of detecting abnormal screw tightening
processes, a critical industrial task with cost-intensive manual labeling requirements. The
research focuses on unsupervised detection methods, specifically isolation forest (iForest)
and deep learning autoencoder (AE), and conducts extensive experiments using various
datasets. Both iForest and AE demonstrate excellent anomaly detection performance,
with IForest offering competitive results. Chen et al. [24] introduced a system with the
goal of boosting the security and dependability of IoT systems by efficiently detecting
irregularities in sensor data acquired from WSNs. They introduced a method called BS-
iForest (box plot-sampled iForest) tailored for wireless sensor networks, which is based
on a modified version of the Isolation Forest algorithm. The results of this approach
demonstrated enhanced performance and stability, presenting a hopeful solution to address
the security challenges encountered by IoT systems. Alfian et al. [25] focuses on utilizing
machine learning algorithms to detect the movement and direction of passive RFID tags
within a supply chain. The dataset includes various conceivable tag motions and directions,
simulating real warehouse scenarios. The proposed model, combining Isolation Forest
(iForest) outlier detection, Synthetic Minority Over Sampling Technique (SMOTE), and
Random Forest (RF), achieves a high accuracy of up to 94.251% in detecting RFID tag
movement and direction, outperforming other machine learning models.

Prior studies have demonstrated the influence of the iForest technique on enhancing
prediction model performance within the domains of real urban 3D reconstruction and
electronics manufacturing. Li et al. [26] have presented a novel approach to extract and
clean street tree trunk point cloud data acquired through Mobile Laser Scanning (MLS). This
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method is built upon an improved version of the Isolation Forest (iForest) algorithm and
focuses on enhancing the accuracy of trunk extraction and noise reduction. In comparison
to conventional denoising techniques such as the Statistical Outlier Removal (SOR) filter
and the Radius filter, the proposed method stands out with an impressive 30% enhancement
in denoising accuracy, especially for noise points located near tree trunks. Zeng et al. [27]
focuses on the application of isolation forest (iForest) in quality monitoring for micro
resistance spot welding (MRSW) used in electronics manufacturing, particularly for joining
micro enameled wires. The iForest-based anomaly detection model effectively distinguishes
incomplete fusion welds from normal ones and can enhance online quality monitoring in
enameled wire welding processes in production.

2.3. ADASYN Data Balancing

ADASYN, or Adaptive Synthetic Sampling, is a data resampling technique used in
machine learning for addressing class imbalance issues. It generates synthetic samples
for the minority class with a higher focus on those instances that are more challenging
to classify correctly, thereby helping improve the model’s performance on imbalanced
datasets [37]. Many research studies have demonstrated that the utilization of ADASYN
can substantially improve the accuracy of classification in many areas.

ADASYN was implemented on the health dataset, leading to notable and meaningful
outcomes. Javeed et al. [28] proposed a machine learning model for dementia prediction
that addressed bias by incorporating synthetic sampling through the ADASYN technique.
The model utilized the Feature Extraction Battery (FEB) for feature extraction and a fine-
tuned Support Vector Machine (SVM) with a radial basis function (RBF) kernel to enhance
accuracy. Following the data split, the ADASYN technique was implemented on the
training data, ensuring that the proposed system (FEB-SVM) was trained using a balanced
dataset. The novel FEB-SVM model resulted in a 6% improvement in dementia prediction
performance compared to the traditional SVM. Askari et al. [29] explores the potential for
precision medicine in treating chronic diseases such as diabetes by detecting and classifying
acute psychological stress (APS) and physical activity (PA) using wristband-collected
physiological data. It employs random convolutional kernel transformation to create
feature maps from biosignals such as blood volume pulse, galvanic skin response, skin
temperature, and accelerometer data. The combination of partial least squares–discriminant
analysis (PLS-DA) for feature selection and adaptive synthetic sampling (ADASYN) for
data balancing demonstrates the best overall performance, offering promising precision
medicine prospects for diabetes treatment. Finally, Raihan et al. [30] explores the use of
smartphone technology to detect the presence of COVID-19, given the challenges and risks
posed by the pandemic. To address the class imbalance issue in the COVID-19 dataset,
Adaptive Synthetic Sampling (ADASYN) is employed. The study utilizes feature selection
methods to identify ten optimal features from the dataset and applies various classification
algorithms, with eXtreme Gradient Boosting (XGBoost) achieving the highest accuracy
at 97.91%.

Furthermore, numerous studies in the field of network intrusion detection have em-
ployed ADASYN and have demonstrated positive outcomes in enhancing model accuracy.
Zakariah et al. [31] addresses the inadequacy of traditional security measures in IoT net-
works by proposing a Long Short-Term Memory (LSTM) model for intrusion detection. The
study applies adaptive synthetic sampling (ADASYN) to augment minority-class samples,
enhancing the model’s ability to identify all classes accurately. Experimental results on
a benchmark dataset demonstrate the model’s improved accuracy, precision, recall, and
F1 score, outperforming previous algorithms and showcasing its potential for bolstering
IoT network security. Cao et al. [32] presents an intrusion detection model that combines
a convolutional neural network and a gated recurrent unit, addressing issues related to
low accuracy and class imbalance in existing intrusion detection models. To tackle the
sample imbalance problem, a hybrid sampling algorithm involving Adaptive Synthetic
Sampling (ADASYN) and Repeated Edited nearest neighbors (RENN) is applied. Experi-
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mental results on multiple datasets demonstrate significant improvements in classification
accuracy, effectively mitigating the challenges of low accuracy and class imbalance in
intrusion detection. Finally, Fu et al. [33] proposed a deep learning model for network
intrusion detection (DLNID) which addressed data imbalance issues by applying adaptive
synthetic sampling (ADASYN). The ADASYN used for sample expansion of minority class
samples, aiming to create a more balanced dataset. This result was significantly better than
the ones that was not processed using any data augmentation method or processed using
SMOTE method.

Moreover, ADASYN has been utilized to address data imbalance issues, resulting
in improved accuracy for predicting students’ performance and detecting bridge defects.
Thaher et al. [34] addresses the challenge of predicting students’ performance by introduc-
ing an evolutionary-based model utilizing an enhanced form of the Whale Optimization
Algorithm (EWOA) for wrapper feature selection. The study employs the Adaptive Syn-
thetic (ADASYN) sampling technique to handle imbalanced data, enhancing the prediction
quality. Li et al. [35] aimed to assist bridge managers in making informed maintenance de-
cisions for steel bridge deck defects by developing an ensemble-learning-based prediction
model. The research employed ADASYN to address data imbalance issues in the 2021 NBI
database and built six ensemble learning models with optimized hyperparameters through
grid search. XGBoost emerged as the optimal model, boasting high accuracy (0.9495), AUC
(0.9026), and F1-Score (0.9740).

2.4. Multilayer Perceptron

MLPs are designed for supervised learning tasks and possess the ability to make
predictions across a wide range of fields. The application of MLP in the healthcare domain
resulted in a significantly elevated level of prediction accuracy. Pasanisi and Paiano [18]
used MLP to predict Cardiovascular Disease (CVD) risk in patients. The result of K-cross
validation with 10 iterations showed that 94.91% were correctly classified. It indicates
that the proposed method is an efficient strategy in predicting the risk of chronic diseases
such as CVD. Javed et al. [19] introduced a proposed system designed as a predictive tool
for evaluating the risk of depression and anxiety during pregnancy, specifically termed as
antenatal depression and antenatal anxiety. This system employs a Multi-Layer Perceptron-
based Neural Network (MLP-NN) classifier, integrating feature selection using ReliefF. The
findings reveal that the MLP-NN attained an area under the receiver operating characteristic
curve of 88% for antenatal depression and 85% for antenatal anxiety, outperforming the
support vector machine classifier, which achieved 80% for antenatal depression and 77%
for antenatal anxiety.

MLP has been utilized in manufacturing and energy consumption contexts, yielding
notable outcomes. Ke and Huang [20] tried to enhance the quality control procedure for
injection-molded items by introducing a multilayer perceptron (MLP) neural network
model integrated with quality indicators to predict the dimensions of the final products
precisely and swiftly. The outcomes exhibited exceptional accuracy, surpassing 92%, in
forecasting the width of the geometric attributes using the specified quality indicators. This
system has the potential to bring substantial advantages to the injection molding sector
by automating inspections and elevating inspection accuracy. Ferreira et al. [21] proposed
MLP as an approach to estimate the impact of data center energy consumption on the
environment. In this research, MLP is applied to the software for the energy flow model
(EFM), which computes the energy requirements of the data center. Furthermore, based on
the computation of energy demand, the proposed MLP model of this study is capable to
forecast the amount of CO2 emissions caused.

Ultimately, in the agricultural context, MLP can be effectively employed for achieving
highly accurate predictions. Ahmed [22] aimed to tackle the important challenge of predict-
ing crop yields, essential for informed agricultural decision making at various geographic
levels. It utilizes a blend of the Multi-Layer Perceptron (MLP) model and the Spider Mon-
key Optimization (SMO) technique. By using the Crop Yield Prediction Dataset, it forecasts
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the maize yield in Saudi Arabia, considering factors such as temperature, rainfall, and past
production. The proposed MLP-SMO model outperforms other approaches, demonstrating
its potential in providing accurate crop yield predictions.

Prior studies have indicated that Multilayer Perceptron (MLP) models are applica-
ble across various domains for predictive modeling. Nevertheless, these studies have
highlighted that the MLP model’s performance may be compromised when dealing with
outliers and imbalanced dataset. It is anticipated that by eliminating outliers and achieving
a balanced training set, the MLP model’s classification accuracy will be enhanced.

3. Methodology

In this study, we aim to identify customer shopping behavior using machine learn-
ing models. The machine learning model depicted in Figure 1 utilizes RSS to predict
customer shopping patterns. To prepare the dataset, inconsistent entries were removed
through preprocessing, and missing values were substituted with the mean. The RFID
readings dataset underwent outlier detection employing iForest, facilitating the removal of
anomalies. Extracted from the RSS data were time-domain features, while the ADASYN
technique was implemented to create new instances of the minority class. For prediction,
the MLP algorithm was employed, and model efficacy was assessed by contrasting it with
alternative machine learning models. The model’s assessment employed stratified 10-fold
cross-validation, a variant of k-fold cross-validation that maintains the original dataset’s
class distribution in each subset. Lastly, the trained model was integrated into a web-based
application, enhancing accessibility for end users.
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Figure 1. Proposed ML model to detect customer shopping activity.

3.1. Dataset

In our study, we investigated the shopping behavior of customers within a retail
store, specifically examining their actions while browsing products. To initiate this study,
we introduced an RFID-enabled shelf within the retail establishment. This shelf consists
of a singular RFID reader and an antenna oriented directly towards the products, where
passive tags were attached. Following this, we collected the receive signal strength (RSS)
emitted by the tags across various customer behavior scenarios [17]. We then derived
time-domain attributes from the RSS data of the tags. Subsequently, we applied a range
of machine learning algorithms to differentiate between distinct customer behaviors con-
cerning the tagged items. We conducted the experiments in a controlled laboratory setting,
simulating a typical scenario within a retail store. Figure 2a outlines possible customer
behaviors that may occur around products, such as a customer browsing the product or not
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exhibiting any interest (lack of attention to the product). Furthermore, Figure 2b presents
an illustration of a tagged product being browsed by a customer, while Figure 2c portrays
our developed data gathering program obtaining RSS data from RFID tags in real-time. In
our experimental setup, customers took less than 15 s to browse each product, and during
each session, we collected the RSS data from the tagged products for further analysis.
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Figure 2. A potential situation illustrating (a) customer purchasing patterns and (b) an instance
where a customer is exploring the product, and (c) data gathering program to record RFID tag RSS.

We examined two kinds of tag reads, “no action” and “browsing” tags. The “no action”
tag signifies instances where the customer shows no interest in the product, whereas the
“browsing” tag indicates that the customer is actively exploring the product. This study
employed a single RFID reader, the ALR-9900+, along with linear antennas ALR-9610-AL
having a Gain of 5.90 dbi [38]. Furthermore, all products were attached with UHF passive
tags (Alien H3 model 9662). We improved additional experiment in our previous study [17],
finally in total, 117 distinct data readings were gathered, with 70 readings categorized as
“no action” and 47 readings as “browsing”.

Figure 3 illustrates an instance of RSS readings depicting a typical shopping behavior
of a customer within a retail store. In the scenario of “no action,” the RSS of the tag remains
relatively constant due to the fixed distance between the antenna and the tagged product,
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as seen in Figure 3a. Conversely, Figure 3b illustrates a situation where the customer is
browsing the product. During this process, the RSS diminishes as the tag moves away from
the antenna, reaching its lowest point when the tag is farthest from the antenna or closest to
the customer. When the product is returned to its original position, the RSS value increases
and stabilizes once more. In contrast to the “no behavior” tag, the “browsing” tag typically
displays a greater variation in RSS. However, real-world scenarios can encompass various
circumstances. As demonstrated in Figure 3c, the signal from the “no action” or stationary
tag to the antenna can be obstructed by the movement of other products. This obstruction
causes the RSS values to decrease as other products come in between the line of sight (LOS)
of the tag and the antenna. Lastly, Figure 3d illustrates a scenario where a tagged product is
initially browsed by a customer but is subsequently returned to a different location farther
from the antenna. In this case, the RSS value decreases as the tag moves away from the
antenna, resulting in a lower RSS reading when the tag is positioned farther from the
antenna. These conditions contribute to the creation of a complex dataset representing
various customer shopping behaviors. To effectively classify these behaviors, suitable
attributes need to be extracted from the time series dataset and used as input for classifiers.
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Figure 3. Instances of RSS readings: (a) the customer does not interact with the product, (b) the
customer engages with the product by browsing, (c) the signal from an unmoved product is obstructed
by the movement of another objects, and (d) the customer browses the product and then returns it to
a different location.

3.2. Feature Extraction

RSS information relies on the proximity of the tag to the antenna, therefore, tags
that are closer produce higher RSS values. The time-domain features of RSS crucial for
distinguishing between tags that have moved and those that have not, as shown in earlier
research [17,39,40]. In each collection session, we derive time-domain characteristics from
the RSS data, including metrics such as Minimum, Maximum, Mean, Standard Deviation,
Difference (indicating signal strength range), Kurtosis, Skewness, Entropy, and Count
(total RFID tag read occurrences). As depicted in Figure 3, these characteristics would
be beneficial for distinguishing between customer behaviors such as “no action” and
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“browsing”. In addition, the choice of these specific time-domain features is justified by
their proven effectiveness in capturing relevant information for our analysis. They have
been shown in previous research to be well-suited for discerning between various tag
movements and conditions. Furthermore, we acknowledge that the selection of these
features is not arbitrary but based on their demonstrated value in similar studies [17,39,40].

The initial processing phase must be carried out to transform tag measurements into
an input matrix X and an output vector Y. This enables traditional machine learning models
to grasp patterns and foresee results. Ultimately, with n representing the count of distinct
tag instances during each data collection session, along with a total of 10 time-domain
features and m unique tag measurement data, the input matrix X can be formulated as
a [m× 10] matrix.

X =


min(RSS1,1, . . . , RSS1,n) max(RSS1,1, . . . , RSS1,n) . . . count(RSS1,1, . . . , RSS1,n)
min(RSS2,1, . . . , RSS2,n) max(RSS2,1, . . . , RSS2,n) . . . count(RSS2,1, . . . , RSS2,n)

...
...

...
...

min(RSSm−1,1, . . . , RSSm−1,n) max(RSSm−1,1, . . . , RSSm−1,n) . . . count(RSSm−1,1, . . . , RSSm−1,n)
min(RSSm,1, . . . , RSSm,n) max(RSSm,1, . . . , RSSm,n) . . . count(RSSm,1, . . . , RSSm,n)

 (1)

Each individual set of tag readings corresponds to customer behavior, categorized as
either “no action” or “browsing,” denoted as Classm. Ultimately, the desired output Y was
structured as a [m× 1] vector.

Y =


Class1
Class2

...
Classm−1

Classm

 (2)

3.3. iForest Outlier Detection

The iForest technique operates by forming a collection of isolation trees (iTrees) for
each dataset, categorizing outliers as instances with notably brief average path lengths
within the iTrees [36]. These iTrees are progressively established by partitioning the dataset
until either all instances are isolated or a predefined tree height is attained. The pseudocode
for iForest is outlined in Algorithm 1. Given input data D, MaxSample (representing the size
of subsamples), and NumTree (indicating the quantity of trees to construct), the algorithm
produces numerous iTrees and yields a Forest. Each iTree is created using sampled data
from D.

Algorithm 1: Isolation forest.

Input MaxSample, NumTree, D
Output Collection of iTrees

1: create Forest
2: establish a height restriction h = ceiling(log2( MaxSample))
3: for i = 1 to NumTree do
4: D′ ←− sample(D, MaxSample)
5: Forest←− Forest ∪ iTree (D′, 0, h)
6: end for
7: return Forest

During the generation of iTrees, the subsequent step involves the random selection
of a feature q from each iTree, along with the random selection of a value p within a given
range. Subsequently, the data are divided into two segments: a left branch containing
data points where q < p, and a right branch comprising data points where q ≥ p. This
procedure is repeated until only one data point remains in a branch or until the iTree reaches
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its maximum depth. This sequence is reiterated numerous times for each iTree, culminating
in the creation of a Forest. The concluding phase encompasses identifying data points
from each iTree that possess shorter path lengths, designating them as outliers. In this
study, 18 outlier data points were detected and removed from the RFID readings dataset.
Ultimately, the remaining dataset consisted of 99 instances: 64 instances labeled as “no
action” and 35 instances labeled as “browsing”. This refined dataset was then employed
for subsequent analysis.

3.4. ADASYN

ADASYN, known as Adaptive Synthetic Sampling, is a technique employed in ma-
chine learning to address data imbalance, especially when there is a disproportionate
distribution of instances across different classes in a training-set [37]. The core process of
ADASYN involves several steps. First, it calculates the imbalance ratio, quantifying the
disparity between the majority and minority classes. For each instance in the minority class,
ADASYN identifies its k-nearest neighbors within the majority class, with ‘k’ determined
according to the calculated imbalance ratio. Following this, ADASYN computes the density
difference between each minority instance and its corresponding k-nearest neighbors. This
density difference indicates the level of imbalance in the neighborhood and highlights
regions where the minority class is underrepresented. By emphasizing instances in areas of
higher density difference, ADASYN ensures that synthetic samples are strategically placed
to improve the minority class’s representation.

Subsequently, ADASYN generates synthetic samples for the minority instances, with
the number of samples determined based on the density difference. Instances located in
regions with more pronounced density differences receive more synthetic samples, fostering
a balanced representation. This approach is particularly effective in addressing areas where
the class imbalance is most severe. To achieve an optimal balance, ADASYN repeats the
entire process iteratively for each minority instance until the desired level of equilibrium is
reached between the classes. This adaptive and iterative nature of ADASYN allows it to
tailor the synthetic sample generation to the specific characteristics of the dataset, resulting
in improved model performance by mitigating the impact of class imbalance. In our study,
we utilized ADASYN to address the imbalance in the training-set during a stratified 10-fold
cross-validation process, with the aim of enhancing the model’s performance.

3.5. Multilayer Perceptron

We propose the utilization of a Multilayer Perceptron (MLP) for predicting customer
behavior patterns, comprising a single input layer, two or more hidden layers, and a sole out-
put layer. The predictive model is trained through the backpropagation technique [41,42].
Each unit within a layer is intricately connected to all units in the preceding layer, as
depicted in Figure 4. This interconnectedness is maintained throughout the model. In
two consecutive tiers, every pair of units is associated with a weight. The subsequent
step involves computing the net input by multiplying each input with its corresponding
weight and aggregating the results. The activation function is subsequently applied to
this net input in each hidden layer unit. To minimize the disparity between predicted and
target values, the backpropagation approach is employed for weight adjustment, a process
performed iteratively after each training cycle. By following this iterative process, the most
optimal model for the test set is derived. A critical component in evaluating the efficacy of
a prediction model is the employment of a loss function, especially in scenarios involving
binary classification with two classes. Our research has a specific focus on this binary
classification task. The cross-entropy loss function stands as a suitable choice for computa-
tion, serving as a measure to assess the accuracy of predicting the desired outcomes. The
computation of the cross-entropy loss function is accomplished as

Loss = −∑ i
(
y′i log(yi) +

(
1− y′i

)
log(1− yi)

)
(3)
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where y′i is true probability and yi is predicted probability value. This process was repeated
iteratively to determine optimal weights, ultimately resulting in optimal predictions for the
test dataset.
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The time-domain characteristics extracted from the time-series dataset are transformed
into a new structured dataset in tabular format. This tabular dataset is subsequently em-
ployed by a supervised machine learning model to acquire knowledge and make predic-
tions for the testing dataset. MLPs can handle non-linear relationships and interactions
among features, which are common in tabular data. Other machine learning models, in-
cluding Logistic Regression (LR), K-Nearest Neighbor (KNN), Decision Tree (DT), Support
Vector Machine (SVM), Naïve Bayes (NB), Adaptive Boosting (AdaBoost), eXtreme Gra-
dient Boosting (XGBoost), and Random Forest (RF) were used to evaluate performance
of customer shopping behaviors. These supervised machine learning models were found
to be well-suited for extracting patterns from the tabular dataset, effectively discerning
underlying relationships and trends within the structured data. Its capacity to identify
and learn from these patterns allowed it to make accurate predictions and derive valuable
insights when applied to the tabular dataset, as shown also in previous studies [15,17].

Machine learning algorithms were utilized for categorizing customer shopping behav-
ior. These classification algorithms, ADASYN and iForest were executed in Python through
the employment of Scikit-learn, Imbalanced-learn, and XGBoost libraries, using the default
settings [43]. The assessment of these models was carried out using a stratified 10-fold
cross-validation approach. Eventually, the effectiveness of the models was presented by
examining metrics such as true positive (TP), true negative (TN), false positive (FP), and
false negative (FN) rates [44]. Accurate classifications are represented by TP and TN,
while FP and FN correspond to instances that were inaccurately categorized (see Table 1
for reference).
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Table 1. Classifier model performance metrics.

Metric Formula

Precision TP
(TP+FP)

Recall/Sensitivity TP
(TP+FN)

Specificity TN
(TN+FP)

F1 score 2×(Precision×Recall)
(Precision+Recall)

Accuracy (TP+TN)
(TP+TN+FP+FN)

4. Result and Discussion

This segment examines both the efficacy of the proposed model and the impact of
outlier detection and data balancing methods on its performance. We present a comparison
between our suggested approach and prior studies that employed RFID for detecting
customer behavior. Ultimately, we also showcase a potential way to create a web-based
customer behavior analysis by incorporating the suggested Multi-Layer Perceptron model.

4.1. Performance of Machine Learning Models

In this study, supervised machine learning methods were utilized to differentiate
between various customer shopping behaviors. This differentiation was accomplished by
using data from sensors gathered by an RFID device. Time domain features were extracted
from the Received Signal Strength (RSS) of tagged products, and these were utilized as input
attributes for classification models. Furthermore, the iForest Outlier Detection and ADSYN
techniques were exclusively applied to the proposed Multilayer Perceptron (MLP) model.

Table 2 presents a comparison of different model performances, considering metrics
such as accuracy, precision, specificity, recall, and f1 score. The machine learning models,
including Logistic Regression (LR), K-Nearest Neighbor (KNN), Decision Tree (DT), Sup-
port Vector Machine (SVM), Naïve Bayes (NB), Adaptive Boosting (AdaBoost), eXtreme
Gradient Boosting (XGBoost), and Random Forest (RF), were contrasted with the suggested
MLP-based model for distinguishing customer shopping behaviors. The outcomes demon-
strated that the proposed model surpassed the other models with improvements of up to
97.778% in accuracy, 98.008% in precision, 98.333% in specificity, 98.333% in recall, and
97.750% in the f1-score.

Table 2. Performance evaluation results.

Model Accuracy Precision Specificity Recall F1 Score

LR 92.197 ± 8.389 93.472 ± 8.392 90.536 ± 9.968 90.536 ± 9.968 91.268 ± 9.610

KNN 95.606 ± 8.304 95.833 ± 8.690 94.786 ± 9.804 94.786 ± 9.804 95.079 ± 9.506

DT 89.470 ± 13.638 91.972 ± 10.861 88.929 ± 13.870 88.929 ± 13.870 88.290 ± 14.926

SVM 97.424 ± 3.939 97.750 ± 3.571 97.286 ± 4.211 97.286 ± 4.211 97.282 ± 4.154

NB 93.939 ± 8.906 94.806 ± 8.571 93.321 ± 9.335 93.321 ± 9.335 93.527 ± 9.413

AdaBoost 91.970 ± 13.035 92.817 ± 12.689 91.929 ± 13.233 91.929 ± 13.233 91.469 ± 13.824

XGBoost 91.970 ± 13.035 92.817 ± 12.689 91.929 ± 13.233 91.929 ± 13.233 91.469 ± 13.824

RF 92.879 ± 11.217 93.913 ± 10.074 93.179 ± 10.542 93.179 ± 10.542 92.577 ± 11.575

Proposed Model 97.778 ± 6.667 98.000 ± 6.000 98.333 ± 5.000 98.333 ± 5.000 97.750 ± 6.750

To assess the model’s performance, we extended our evaluation to include the Re-
ceiver Operating Characteristic curve (ROC), a specialized metric for datasets with class
imbalances [45]. The ROC curve helps to distinguish between false positives and false
negatives, with an AUC (Area Under the Curve) value close to 1 indicating the best model
performance [46]. Figure 5 showcases the ROC curve analysis for both the proposed and
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additional classification models we considered. Our results revealed that the suggested
model achieved the highest AUC, reaching a value of 0.98.
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The outcomes of the experiments demonstrate that the proposed MLP model can
effectively identify customer browsing behavior on specific products with a notable level
of accuracy. Nevertheless, it is crucial to grasp the interpretability of the predictive model
and its real-world consequences. By employing the suggested model, managers gain
an improved comprehension of customer browsing tendencies and their preferences for
particular products. Retail managers can leverage these insights to enhance promotional
strategies and offer pertinent product suggestions to customers. Moreover, managers have
the opportunity to assess the arrangement of products in the retail store by eliminating
less popular items from the layout and highlighting other products that have the potential
to increase sales. Ultimately, as customer engagement and shopping quality rise, the
bond between customers and the retailer strengthens, leading to a positive impact on the
business’s revenue.

4.2. Impact of Outlier Detection and Data Balancing Method on Model Performance

In this study, our primary objective was to explore the impact of incorporating iForest
outlier detection and ADASYN data balancing on the accuracy of classification models. Our
findings suggest that employing these techniques resulted in an improvement in model
accuracy. Upon the implementation of iForest outlier detection, the classification models
exhibited an average increase of 0.082% compared to machine learning models without
iForest outlier detection. The integration of ADASYN with classification models led to
an average enhancement of 0.808% compared to models without the ADASYN method. No-
tably, the simultaneous integration of both iForest and ADASYN into classification models
resulted in an average increase of 2.14% compared to the original machine learning models.
Further insights illustrating the effects of iForest and ADASYN on classification accuracy
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can be found in Figure 6. In summary, the incorporation of iForest and ADASYN into
classification models holds the potential to significantly enhance overall model accuracy
within our dataset.
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Nonetheless, employing synthetic data generation techniques carries the potential of
generating data that are unrealistic or artificial, failing to accurately represent the inherent
patterns in the actual data. Without careful design, these methods may also introduce bias,
resulting in skewed outcomes and misleading model performance assessments. Further-
more, the process of generating synthetic data can be demanding in terms of computation
and time, with the quality of the generated data greatly influenced by the selected gen-
eration method and parameters. To ensure that synthetic data enhance model training
and generalization without unexpected complications, it is imperative to conduct analyses
thorough validation and evaluation. Hence, in this study, we employed ADASYN to
generate synthetic data that faithfully replicated the traits and distribution of the actual
data, producing authentic artificial data that accurately represents the minority class. To
validate the model, we also implemented stratified cross-validation, ensuring that the
sample proportions for each class were maintained in each fold.

4.3. Comparison with Previous Studies

In this section, we conducted a comparative analysis between our study and prior
research that focused on detecting customer activity through RFID technology. Table 3
outlines the distinctions between our findings and those of earlier investigations. This
comparison considers a range of attributes, including input features, the machine learning
algorithm employed, the achieved results, and the potential deployment of the model in
real web or mobile environments.

In the context of detecting customer browsing behavior, Choi et al. [16] employed RFID
tag occurrences and categorized them into distinct zones to comprehend customer browsing
patterns. Zhou et al. [12] and Liu et al. [13], on the other hand, utilized phase readings as
inputs to differentiate various types of customer behaviors, such as browsing and product
rotation. Their prediction models exhibited a remarkable accuracy exceeding 93% [12] and
an average precision of 89% [13]. Additionally, the identification of product movement
types in retail stores relied on received signal strength (RSS) data and machine learning
models. Hauser et al. [15] harnessed RSS from RFID tags and machine learning models
to discern distinctive movement patterns inside the store. Meanwhile, Alfian et al. [17]
employed RSS in conjunction with time-domain features to predict customer browsing
activity within stores.
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Table 3. Comparison of our study with previous work.

Authors Input Feature Model Result Model Deployment

[16] Count (total RFID tag read
occurrences) K-Means clustering

The data from tag reads were grouped
into multiple zones, with one of these

zones representing customer
browsing behavior.

Not reported

[12] Phase shift Gaussian model, ShopMiner

The model aimed to identify customer
behaviors such as browsing and product

interaction (turnaround), achieving an
overall detection accuracy of

more than 93%.

Not reported

[13] RFID phase Threshold based behavior
recognition

The study attempted to identify
customer behaviors, including browsing

and product rotation, with an average
precision of 89%.

Not reported

[15] RSS with time-domain
features ANN

The model aimed to predict customer
movement as they passed through the

RFID gate, achieving
an accuracy of 98.59%.

Not reported.

[17] RSS with time-domain
features

MLP + Extra Trees
Feature Selection

The model’s objective was to predict
customer actions, achieving an accuracy
of 97.00%, a precision of 96.67%, a recall

of 97.50%, and an F1-score of 96.57%.

Not reported

Proposed
Model

RSS with time-domain
features

MLP + iForest outler
detection + ADASYN

data balancing

The model successfully predicted
customer activity, achieving an accuracy

of 97.778%, a precision of 98.008%, a
specificity of 98.333%, a recall of 98.333%,

and an F1-score of 97.750%.

Yes

It is worth noting that Table 3 does not serve as definitive proof of model performance,
but rather offers a broad comparison that facilitates discussions about our proposed model
and previous methodologies. Our study utilized a dataset initially provided by [17] and
expanded it with an additional 8 RFID data readings. Furthermore, we incorporated
iForest outlier detection and ADASYN to balance the training set, resulting in improved
model performance as compared to previous study [17]. Finally, unlike prior studies,
we deployed our trained model into web-based applications to empower managers with
a comprehensive understanding of product popularity and customer interest.

4.4. Practical Applications

The primary objective of this study is to create a web-based system using machine learn-
ing. Previous studies have highlighted the system’s usefulness in traceability system [47],
inventory management [25], and disease prediction [48,49]. Furthermore, a prior inves-
tigation has demonstrated the integration of machine learning-based fall detection into
an Internet of Things (IoT) device, exhibiting noteworthy performance results [50]. Our
study aims to accurately predict customer shopping behavior, assisting in managerial deci-
sions. By utilizing a machine learning model, it becomes feasible to distinguish between
customer actions such as “browsing” and “no action”. The web-based analysis of customer
behavior was developed using PHP and a MySQL database on the server side. Python
was used for the REST API and machine learning component. The predictive model was
built using the Flask web framework and the Scikit-learn library on the server side. This
model was employed to categorize types of customer activities. In Figure 7, the process
is illustrated where sensor data (RSS) from RFID readers on store shelves are transmitted
to the server side. The time-domain features were extracted from the RSS and the trained
model was utilized to predict whether customers were “browsing” or taking “no action”
with specific tagged products. The results were then presented to management through
a web-based interface, depicted in Figure 8.
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Figure 7 illustrates the customers engagement with tagged products, indicating
whether they are browsing or not interested. By categorizing and quantifying the fre-
quency of customers engaging in browsing activities, managers can gain a comprehensive
understanding of product popularity and customer interest. This data-driven approach
allows managers to identify browsing patterns, thus can aid in optimizing the store layout
and enhancing the overall shopping experience. With such insights, managers can tailor
their strategies to effectively cater to customer preferences, ultimately leading to increased
customer satisfaction and improved sales.

However, developing a web-based application comes with various potential chal-
lenges, including ensuring robust security, scalability to handle increased user loads,
compatibility across diverse platforms, optimizing performance, creating a seamless user
experience, complying with data privacy regulations, managing ongoing maintenance costs,
and keeping the application up to date. In parallel, gathering user feedback is essential
for improving the application. Users typically provide insights on usability, performance,
feature requests, bug reports, security concerns, compatibility issues, content quality, and
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enhancement suggestions. This user feedback serves as a valuable source of information
for enhancing the application’s functionality, addressing issues, and aligning it with user
needs and expectations.

5. Conclusions and Future Works

Retail store managers commonly participate in manual evaluations to comprehend
customer behavior. However, this approach demands a substantial time investment. Con-
versely, the adoption of information technology streamlines managerial tasks, accelerating
the decision-making process. Recent advancements in customer behavior analysis have
arisen from the fusion of RFID technology and machine learning algorithms. In this study,
the MLP model, in conjunction with iForest and ADASYN, effectively discerned customer
activities using RFID sensors. Time-domain features were extracted from RFID tag RSS data,
while machine learning models predicted customer engagement with specific tagged prod-
ucts, distinguishing between browsing and disinterest. Results highlighted the superior
performance of the proposed model compared to alternatives such as LR, KNN, DT, SVM,
NB, XGBoost, Adaboost, and RF, exhibiting enhancements of up to 97.778% in accuracy,
98.008% in precision, 98.333% in specificity, 98.333% in recall, and 97.750% in f1-score. This
trained model integrated into a web-based system could receive RFID reader-derived RSS
data to forecast customer behavior, furnishing valuable insights for managerial decision
making, optimizing store layout, and enriching the overall shopping encounter.

In future research, it would be beneficial to delve into more complex real-world
scenarios that involve a larger and more diverse dataset of customer shopping behaviors.
Furthermore, the incorporation of varied time series feature-extraction methods, feature
selection methods, and an expanded array of classification models could be considered in
forthcoming studies.
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