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Abstract: In recent years, the Internet of Things (IoT) has transformed human life by improving
quality of life and revolutionizing all business sectors. The sensor nodes in IoT are interconnected
to ensure data transfer to the sink node over the network. Owing to limited battery power, the
energy in the nodes is conserved with the help of the clustering technique in IoT. Cluster head (CH)
selection is essential for extending network lifetime and throughput in clustering. In recent years,
many existing optimization algorithms have been adapted to select the optimal CH to improve
energy usage in network nodes. Hence, improper CH selection approaches require more extended
convergence and drain sensor batteries quickly. To solve this problem, this paper proposed a coati
optimization algorithm (EACH-COA) to improve network longevity and throughput by evaluating
the fitness function over the residual energy (RER) and distance constraints. The proposed EACH-
COA simulation was conducted in MATLAB 2019a. The potency of the EACH-COA approach was
compared with those of the energy-efficient rabbit optimization algorithm (EECHS-ARO), improved
sparrow optimization technique (EECHS-ISSADE), and hybrid sea lion algorithm (PDU-SLno). The
proposed EACH-COA improved the network lifetime by 8–15% and throughput by 5–10%.

Keywords: Internet of Things (IoT); cluster head; optimization technique; network lifetime; coati
optimization algorithm

1. Introduction

The Internet of Things (IoT) is an emerging technology that plays an essential role in
the efficiency and productivity of our everyday lives, among various other aspects. This
technology has attracted the attention of both academics and industry members. The term
IoT was coined in 1990 by Ashton [1–3]. IoT refers to a group of physical objects, namely,
vehicles, machines, buildings, and other devices, that are connected to the Internet to
transfer data to other participants in the network. A wide range of applications adopt IoT
features, including transportation, smart healthcare, agriculture, and smart homes [4–6].

Sensor nodes in wireless sensor networks (WSNs) are geographically distributed to
communicate and transmit data to each other. These sensors detect humidity, temperature,
smoke, and other physical and environmental factors. Sensor nodes are designed to perform
sensing, processing, and analysis of received data [7–9]. Sensor nodes have been enhanced
with low power consumption owing to recent technological advancements of WSNs in, e.g.,
industrial automation and agriculture. In WSN applications, sensor nodes are distributed
and managed using efficient computational algorithms. The network structure of sensor
nodes changes owing to external factors. Consequently, sensor nodes face challenges, such
as routing processes, data loss, limited processing power, and localization. The overall
performance of a network can be enhanced by redesigning the network topology in a
WSN [10–12].
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WSN technology has been adapted to various emerging applications. Sensor nodes
are low-power devices that operate using batteries. The energy consumption of sensors
depends on multiple factors, including the type of routing protocol, distance between
transmission nodes, and transmission packet size [13,14]. This affects the overall network
performance. To avoid an energy-efficiency problem, an optimal routing protocol is re-
quired to maintain energy equally among every node in a network. The optimal routing
protocol is adapted depending on the application requirements and network characteristics
to improve the network lifetime [15,16].

Cluster head (CH) selection is a practical approach for forming a group of nodes
as clusters in a WSN. A CH node consumes more energy than other cluster members
(CMs) in a network. Various challenges, such as dynamic environment conditions, network
scalability, and energy constraints, necessitate CH selection in the network. The designated
CH in the cluster aims to collect and transmit data to a central node or base station in
the network [17,18]. The CH consumes more energy than any other nodes in a cluster.
Therefore, it is essential to select an optimal CH for a cluster by employing optimization
techniques to ensure network stability and energy consumption [19,20]. The CH is chosen
based on various network parameters, such as the remaining energy and distance between
nodes, to improve the overall network performance. Several methods have been proposed
for the CH selection [21–23].

An optimization algorithm is a mathematical computational technique used to de-
termine the optimal solution for a given objective function. It is primarily used in the
engineering field, particularly in the network field. Optimization algorithms execute many
iterations to obtain appropriate solutions. Many existing optimization algorithms are
available, including the cuckoo search (CS), honey bee mating optimization (HBMO), cat
swarm optimization (CSO), whale optimization algorithm (WOA), harmony search (HAS),
tabu search algorithm (TSA), and deferential evolution algorithm (DEA). However, most
optimization algorithms require slightly longer convergence times during many rounds
of iteration. To solve this problem, we propose a COA optimization algorithm to enhance
network lifetime and throughput.

This study mainly focused on the following major research contributions:

• A substantial analysis was conducted on the proposed EACH-COA technique to
obtain the best CH in a network. The effectiveness of the EACH-COA strategy was
tested using various metrics: throughput, latency, and network longevity.

• EACH-COA performs CH selection and cluster formation. Using the coati optimiza-
tion method, the best CH is selected, and clusters are grouped together using the
nodes that are closest to each other.

• Existing optimization techniques are compared with the proposed EACH-COA method-
ology to demonstrate that EACH-COA outperforms them in network longevity.

• The fitness function is computed using residential energy (RER) and distance parame-
ters in the CH selection process.

• The proposed EACH-COA technique was simulated using MATLAB 2019a. The over-
all network lifetime and throughput were improved by 8–15% and 5–10%, respectively.

The remainder of this article is organized as follows: Section 2 discusses existing
works on CH selection-based optimization algorithms. Section 3 presents the system model,
including the COA-network and COA-energy models. Section 4 describes the CH selection
process using the coati optimization algorithm. Section 5 discusses the simulation, results
from the discussion, and a comparison with existing optimization techniques. Section 6
presents conclusions and directions for future work.

2. Background

This section mainly focused on CH selection techniques for WSNs.
Rajkumar et al. [24] proposed a CH selection approach for a livestock industry WSN.

The rabbit optimization algorithm (ROA) was used to select the designated CH in the
network. The MATLAB 2021a platform was used for simulation in this study. The perfor-
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mance of EECHS-ARO was examined by comparing it with those of the QOBOA, ALO,
and TLBO. EECHS-ARO improved the network lifespan and packet delivery ratio by 15%
and 5%, respectively. However, EECHS-ARO requires convergence time while selecting the
CH. The ROA requires considerably less convergence time than QOBOA, ALO, and TLBO.

Soni et al. [25] proposed a metaheuristic-optimized CH selection-based routing algo-
rithm for WSNs. It uses the dragonfly optimization algorithm (DOA) to minimize energy
consumption and achieve fast data transmission. MOCRAW has two phases: CH selection
algorithm (CHSA) and routing selection algorithm (RSA). CHSA selects the optimal CH
based on distance, RER, and node density metrics. MOCRAW was implemented using the
NS2 simulation tool. The efficacy of MOCRAW was examined using E-FUCA, EAFTC-RIS,
GAPSO-H, ECRP-UCA, and HMBCR. MOCRAW improved the overall energy efficiency
by 10–15% compared with E-FUCA, EAFTC-RIS, GAPSO-H, and ECRP-UCA. However,
convergence time is required to select the optimal CH.

Sankar et al. [26] proposed a sandpiper optimization algorithm (SOA) based on CH
selection in IoT. SOA focuses on both cluster formation and CH selection using Euclidean
distance. A MATLAB 2019a simulation environment was used for the SOA. The effective-
ness of the SOA technique was improved compared to the EECHS-ARO, IABC, PSO, and
ABC-Cd techniques. Compared with similar methods, the proposed SOA increased the
network lifetime by 3–18% and throughput by 6–10%. Consequently, the SOA decreases the
overall energy consumption while selecting the CH. Therefore, it transmits more packets
with less delay during CH selection.

Anil et al. [27] proposed a hybrid swarm optimization algorithm for CH selection in
a WSN. To select the CH, the harmony optimization algorithm (HOA) and competitive
swarm optimization (CSO) approaches were combined. A network simulator (NS2) was
used to simulate HAS-CSO. The performance of HAS-CSO was computed based on various
metrics: RER, count of dead nodes, and throughput. As a result, the HAS-CSO approach
surpassed the overall network lifetime of ABC-SD, FAMACROW, and Bee Swarm by 5–10%.
However, the fitness function requires more computation time for CH selection.

Rakesh et al. [28] proposed a hybrid optimization-based energy-aware CH selection
method for WSNs to improve overall network performance in terms of energy and network
lifetime. A MATLAB simulation environment was used to implement the proposed PDU-
SLnO energy-efficient protocol. The PDU-SLnO approach was developed using PSO and
sea lion optimization (SLno) techniques. The efficacy of PDU-SLnO was analyzed with
respect to various metrics, such as delay, energy, quality of service (QoS), and distance. The
proposed PDU-SLnO enhanced the overall normalized energy by 32.90% compared to GA,
PSO, ALO, GAL-LF, GOA, FGF, and CS-PS. However, this protocol can only be used in
specific applications.

Panimalar et al. [29] proposed an energy-efficient CH selection protocol for WSNs. This
paper presented an improved sparrow search algorithm for choosing the best CH possible in
a cluster. The proposed EECHS-ISSADE approach was computed using various parameters,
such as the number of active nodes, inactive nodes, throughput, and unused energy. The
EECHS-ISSADE approach was simulated using MATLAB R2018a. The proposed EECHS-
ISSADE improved the network longevity by 6–8%. However, it required a long convergence
time during CH selection. The energy efficiency of EECHS-ISSADE was superior to that of
EECHS-ABC, TABU-PSO, and LEACH.

Sengathir et al. [30] proposed a hybrid model to select the optimal CH in a WSN to
ensure network consistency. The proposed HMABCFA approach combines a modified
artificial bee colony (ABC) and firefly algorithm (FA) to find the optimal CH. The FA
updating position feature was merged with the ABC algorithm to avoid low convergence
speed during the CH selection process. HMABCFA was implemented using Python 3.6
with supporting libraries. The performance of the proposed HMABCFA technique was
evaluated in terms of energy stability, network lifetime, and latency. As a result, the
proposed HMABCFA improved the lifespan by 23.21%, reduced latency by 22.88%, and



Information 2023, 14, 601 4 of 15

improved energy stability by 19.84% compared with MBABCOA, KHOGACP, and GSAC.
However, a longer time was required for convergence owing to the hybrid approach.

Various benchmark studies on CH selection in WSN have been conducted by adapting
different optimization techniques. However, the limitations of the related works have been
observed, which include a longer network time, increased energy consumption, and poor
network stability. The limitations of various CH selection optimization algorithms are
listed in Table 1.

Table 1. CH selection using optimization algorithms.

S.No Authors
Proposed CH

Selection
Optimization Techniques

Advantages Limitations

1 Ramalingam et al. [24] ARO Network lifetime and packet delivery
ratio are improved by 15% and 5%

It takes more time to form
clusters in the network

2 Chaurasia et al. [25] DA Minimized energy consumption by
0.0014 J

It consumes more energy
during CH selection

3 Sankar et al. [26] SOA Improved throughput and network
lifetime by 6–10% and 3–18%

Sensor nodes deplete energy
early during CH
selection process

4 Kumar et al. [27] HSA-CSO Prolongs network lifetime and
minimizes energy consumption

Convergence takes time for
CH selection process

in network

5 Yadav et al. [28] PDU-SLnO Increased network lifetime and
consumes less energy

Sensor nodes deplete energy
early during CH
selection process

6 Kathiroli and Selvadurai
[29] SSA Extended lifetime of sensor nodes Takes more time to converge

7 Sengathir et al. [30] EABC-FA
Prolonged network lifespan by 23.21%

and energy stability by 19.84% and
reduced network delay 22.88%

It takes more time to select
CH selection

To address these concerns, this paper proposes a novel approach for selecting energy-
efficient cluster heads in a WSN using the COA. The proposed EACH-COA method aims
to enhance the overall lifespan of the network.

3. System Model
3.1. Network Model

The network is formed by randomly deploying n nodes across the network area. Each
node has a unique ID and an array of properties, including initial energy, processing capacity,
and communication energy. All network node positions are fixed and cannot be moved
from one area to another, thereby reducing the intervention between nodes. The sink node
serves as the central point of the network. The CH node establishes communication between
all sensor nodes and collects data from each sensor node for transmission to a higher level.
The sink node selects the CH node by executing the CH selection algorithm. The sink node
adopts the COA algorithm to select the optimal CH node. Eventually, the CH creates the
cluster using Euclidean distance. The CH obtains information from the cluster nodes and
transmits it to the sink node. The network model of COA is illustrated in Figure 1.

3.2. Energy Model

The COA protocol transmits data using a standard channel model [31]. The energy
consumption of the node was measured based on the amount of energy required to transmit
a data packet from the participant to the sink node. Figure 2 depicts the COA energy
consumption model.
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In COA, distance ‘p’ between the nodes ‘s’ and ‘r’ is represented within the coverage
area. It employs either a multipath channel fading model or the free space channel. The
evaluation of the energy consumption for transmitting t bits of data from node ‘s’ to node
‘r’ is conducted as follows:

ETX(t, p) = tEelec + mεp(s, r)α

=

{
t× Eelec + tεftp(s, r)2 where p(s, r) < p0
tEelec + tεmpp(s, r)4 where p(s, r) ≥ p0

(1)

where tεfry(s, r)2 or tεmpy(s, r)4 represents amplifier unit energy consumption.
The distance threshold value p0 is computed using Equation (2).

p0 =

√
ε f t

εmp
(2)
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The energy expenditure by node ‘r’ in the reception of ‘q’ bits of data from node ‘s’ is
expressed by Equation (3).

ERX(P) = PEelec (3)

4. Proposed COA Protocol

The COA-based energy-aware CH selection protocol proposed in this paper sig-
nificantly enhances network lifetime and improves throughput in WSNs. The COA is
responsible for two processes: CH selection and cluster formation. The CH is selected by
executing the COA algorithm, and a cluster is then constructed based on the neighboring
nodes of the CH. Thus, the overall lifetime of the network increases.

4.1. Coati Optimization Algorithm-Based Cluster Head Selection

The COA is a population-based metaheuristic optimization algorithm [32]. Coatis
are considered sensor nodes in a WSN. The sensor nodes are randomly distributed at
the beginning of the initialization according to Equation (4). The values of the decision
variables are defined by the positions of the coatis in the search space. Consequently,
the positions of the coatis represent the proposed solution to the problem. It comprises
two phases: exploration and exploitation.

Ci : ci,j = lobj + ran·
(

upbj − lobj

)
i = 1, 2, . . . , n, j = 1, 2, . . . , m, (4)

which represents the position of the i-th coati in the search space and indicates the value of
the decision variable, and n represents the number of coatis in the search space, m indicates
the number of decision variables, ran indicates a random real value in the range of [0, 1],
and upbj and lobj are the lower and upper bounds of the j-th decision variable, respectively.

The mathematical representation of the coati population matrix C is represented as

C =



C1
...

Ci
...
Cn


n×m

=



C1,1 · · · C1,j · · · C1,m
...

. . .
...

. . .
...

Ci,1 . . . Ci,j . . . Ci,m
...

. . .
...

. . .
...

Cn,1 . . . Cn,j . . . Cn,m


n×m

(5)

The objective function obtains various values for the candidate solution from the
decision variables. These values are expressed by Equation (6).

V =



V1
...

Vi
...

Vn


n×1

=



V(C1)
...

V(Ci)
...

V(Cn)


n×1

(6)

where V indicates the vector of objective functions and Vi represents the value of the i-th
coati objective value. In COA, the candidate solution for the objective function is defined
by the position of the members in the population. During the iterations of the algorithm,
the best member position and candidate solution may change.

4.1.1. Exploration Phase

The group of coatis hunt prey by scaring and climbing trees. Some coatis wait behind
trees for their prey to fall to the ground. When prey fall from a tree, the coatis chase and
attack it. The hunting process leads to different positions of coatis in the search space
and defines their ability to explore the problem-solving space. The position of the prey is
assumed to be the best member of the population. Half of the coatis climb the tree and the
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other half wait under the tree for the prey to fall to the ground. The position of the coatis
expressed mathematically by Equation (7).

Cpos1
i : xpos1

i,j = xi,j + ran·
(

preyj − I·xi,j
)

, f or i = 1, 2, . . . ,
n
2

and j = 1, 2, . . . , m. (7)

The prey is placed randomly in the search space when it falls from the tree. Based on
the random position of the prey, the coatis’ positions move in the search space, which is
evaluated using Equations (8) and (9):

preyG : preyG
J = lobj + ran·

(
upbj − lobj

)
i = 1, 2, . . . , m, (8)

Cpos1
i : cpos1

i,j =

ci,j + ran·
(

preyG
j − I·ci,j

)
, VpreyG < Vi,

ci,j + ran·
(

xi,j − preyG
j

)
, else,

(9)

f or i =
[n

2

]
+ 1,

[n
2

]
+ 2, · · · , n and j = 1, 2, · · · , m.

The updated positions of the coatis within the search space are contingent on the
improvement in the value of the objective function. In contrast, if the value fails to improve,
the coatis’ positions will remain fixed at their previous values. The new coati position is
determined by Equation (10).

Ci =

{
Cpos1

i , Vpos1
i < Vi,

Ci, else.
(10)

where Cpos1
i indicates the new position of the i-th coati; cpos1

i,j is the coati’s position in the

j-th dimension; Vpos1
i indicates the value of the objective function; ran represents a random

value in the range of 0 to 1; prey indicates the position of prey in the search space, which is
considered as the best member; preyj represents the jth dimension; I indicates a random
integer value selected from the set [1,2]; preyG indicates the position of prey on the ground;
preyG

J represents the jth dimension; and VpreyG gives the value of the objective function.

4.1.2. Exploitation Phase

Coati position is updated in the search space when the coati encounters a predator or a
predator attacks the coati, which is mathematically modeled based on the natural behavior
of the coati. The coati moves to a safe position when the predator attacks it. Random
positions of the coatis are generated in a local search to keep the coatis near the current
positions, which is calculated using Equations (11) and (12):

lobloc
j =

lobj

z
, upbloc

j =
upbj

z
, where z = 1, 2, . . . , Z. (11)

Cpos2
i : cpos2

i,j = ci,j + (1− 2ran)·
(

lobloc
j + ran·

(
upbloc

j − lobloc
j

))
(12)

i = 1, 2, . . . , n, j = 1, 2, . . . , m

The position of coatis in the search space is updated if the value of the object function
is improved, which is calculated using Equation (13).

Ci =

{
Cpos2

i , Vpos2
i < Vi,

Ci, else,
(13)

where Cpos2
i represents the updated i-th new position in the exploitation phase of the

COA; cpos2
i,j indicates the j-th direction; Vpos2

i indicates the objective function value; and ran
represents a random value between 0 and 1.
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4.1.3. Fitness Function

The fitness function is used to optimize the candidate solution for an objective problem.
It considers both the Residual Energy (RER) and distance between nodes (Distance) to find
an optimal solution. In COA, the fitness function determines whether the coati reaches the
prey location. The coati evaluates the fitness value in each iteration to find the prey. If a
coati reaches the best position, that node is considered the CH in that iteration. The CH
selection process is presented in Algorithm 1.

Algorithm 1: COA-based CH Selection Algorithm

Input: Number of nodes ‘n’
Output: Best position of coati acts as CH
1: initialize the position of nodes using Equation (4)
2: For z = 1 to Z do
3: prey position is updated based on best member position
//exploration phase
4: For z = 1 to [Z/2]
5: the new position of coati is calculated using Equation (7)
6: update position of i-th coati using Equation (10)
7: END for
8: For z = 1 + [Z/2]: Z
9: prey random position is computed using Equation (8)
10: coati new position is computed using Equation (9)
11: updated position of i-th coati using Equation (10)
12: END for
//exploitation phase
13: For z = 1 to Z
14: Update the position of the ith coati using Equations (11) to (13)
15: END for
16: compute the fitness value using Equation (16)
17: If coati reaches best position, then
18: Best coati acts as CH
19: else
20: Go to step 1
21: END for
22: return optimal CH

• Residual Energy (RER)

The sensor nodes are equipped with limited battery life, affecting the network’s
longevity. The node with the highest RER is considered the CH in the network for long-
term network sustainability before replacing the node with others. The RER metric plays
an essential role in a WSN, which can be used to determine the difference between the
initial and available energy after some operation time [33]:

RER(n) =
Energyavail
Energyintial

(14)

• Computation of Distance

A shorter distance between CH and CM may reduce communication overhead and
energy consumption for transmitting data over the network. The distance parameter plays
a significant role in real-time scenarios where nodes are equipped with limited battery
power. The distance between a sensor node ni and a sink node is computed by utilizing the
Euclidean distance, as stated in reference [34]:

dis(ni, sink) =
√

∑n
i=1(sink− ni)

2 (15)

The present position of the coati’s fitness function Ci( f itness) is determined through
Equation (16).

Ci( f itness) = 0.5× (1− RER(Ci) + 0.5× (1− dis(Ci)) (16)
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The CH selection workflow of EACH-COA is represented in Figure 3.
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5. Results and Discussion

The proposed EACH-COA technique was evaluated using the MATLAB 2019a simula-
tion framework [35]. Numbers of nodes of 100, 200, and 300 were considered to evaluate the
effectiveness of EACH-COA compared with EECHS-ARO, EECHS-ISSADE, and PDU-SLno.
The distribution of nodes within the network was randomized. All nodes were initialized
with equal energy in the network. A network area of 500 m × 500 m was considered for the
simulation. The sink node was positioned at 250 m × 250 m, i.e., the center of the network.
To gauge the effectiveness of EACH-COA, parameters such as the energy consumption
of nodes, network throughput, and lifespan were compared with the benchmark studies
available in the literature. The simulation parameters and values are listed in Table 2.
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Table 2. Simulation environment.

Parameter Value

Network area 500 × 500 m2

Sink location (250, 250)
Number of sensor nodes 100, 200, 300

CH percentage 5–10%
Control packet size 200 bits

Data packet size 4000 bits
Free space energy ∈ f s 10 PJ/bit/m2

Multipath energy ∈mp 0.0013 PJ/bit/m4

5.1. Network Longevity

Figure 4 illustrates the network longevity by running different sets of nodes. The
simulation was conducted using three sets of nodes: 100, 200, and 300. In the 100-node
scenario, the performances of the EECHS-ARO, EECHS-ISSADE, PDU-SLno, and EACH-
COA approaches in terms of dead nodes were 1500, 1600, 1700, and 1800, respectively. For
200 nodes, the performances of the EECHS-ARO, EECHS-ISSADE, PDU-SLn0, and EACH-
COA approaches in terms of dead nodes were 1600, 1500, 1750, and 1850, respectively. In
the 300-node scenario, the performances of the EECHS-ARO, EECHS-ISSADE, PDU-SLn0,
and EACH-COA approaches in terms of dead nodes were 1750, 1700, 1850, and 2000,
respectively. The overall network lifetime was improved by adopting the EACH-COA
approach. It also reduces the convergence time when selecting a CH in the network.

Information 2023, 14, x FOR PEER REVIEW 10 of 15 
 

 

5. Results and Discussion 
The proposed EACH-COA technique was evaluated using the MATLAB 2019a sim-

ulation framework [35]. Numbers of nodes of 100, 200, and 300 were considered to evalu-
ate the effectiveness of EACH-COA compared with EECHS-ARO, EECHS-ISSADE, and 
PDU-SLno. The distribution of nodes within the network was randomized. All nodes were 
initialized with equal energy in the network. A network area of 500 m × 500 m was con-
sidered for the simulation. The sink node was positioned at 250 m × 250 m, i.e., the center 
of the network. To gauge the effectiveness of EACH-COA, parameters such as the energy 
consumption of nodes, network throughput, and lifespan were compared with the bench-
mark studies available in the literature. The simulation parameters and values are listed 
in Table 2. 

Table 2. Simulation environment. 

Parameter Value 
Network area 500 × 500 mଶ 
Sink location (250, 250) 

Number of sensor nodes 100, 200, 300 
CH percentage 5–10% 

Control packet size 200 bits 
Data packet size 4000 bits 

Free space energy ∈௙௦ 10 PJ/bit/mଶ 
Multipath energy ∈௠௣ 0.0013 PJ/bit/mସ 

5.1. Network Longevity 
Figure 4 illustrates the network longevity by running different sets of nodes. The 

simulation was conducted using three sets of nodes: 100, 200, and 300. In the 100-node 
scenario, the performances of the EECHS-ARO, EECHS-ISSADE, PDU-SLno, and EACH-
COA approaches in terms of dead nodes were 1500, 1600, 1700, and 1800, respectively. For 
200 nodes, the performances of the EECHS-ARO, EECHS-ISSADE, PDU-SLn0, and 
EACH-COA approaches in terms of dead nodes were 1600, 1500, 1750, and 1850, respec-
tively. In the 300-node scenario, the performances of the EECHS-ARO, EECHS-ISSADE, 
PDU-SLn0, and EACH-COA approaches in terms of dead nodes were 1750, 1700, 1850, 
and 2000, respectively. The overall network lifetime was improved by adopting the 
EACH-COA approach. It also reduces the convergence time when selecting a CH in the 
network. 

 
Figure 4. Network longevity vs. number of nodes. Figure 4. Network longevity vs. number of nodes.

Table 3 presents the network longevity based on the number of sensor nodes. The
network performance in terms of lifetime was extended in different scenarios when the
network sizes were 100, 200, and 300. The COA outperformed similar methods by reducing
the convergence period during CH selection.

Table 3. Network longevity vs. number of nodes.

Number of
Nodes

Network Longevity

EECHS-ARO EECHS-ISSADE PDU-SLnO EACH-COA

100 1500 100 1500 100

200 1600 200 1600 200

300 1750 300 1750 300
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5.2. Throughput

The amount of data determines the throughput transmitted to other nodes in the
network. In Figure 5, the throughput is displayed for various network sizes, including 100,
200, and 300. The number of data packets received by the sink node from the CH in the
network size 100 scenario is 130,000, 140,000, 170,000, and 180,000 for EECHS-ARO, EECHS-
ISSADE, PDU-SLno, and EACH-COA, respectively. The number of data packets received
by the sink node from the CH in the network size 200 scenario is 220,000, 200,000, 240,000,
and 260,000 for EECHS-ARO, EECHS-ISSADE, PDU-SLno, and EACH-COA, respectively.
The number of data packets received by the sink node from the CH in the network size 300
scenario: 310,000, 300,000, 360,000, and 400,000 for EECHS-ARO, EECHS-ISSADE, PDU-
SLno, and EACH-COA, respectively. It is clear that the COA transmitted more packets
to the sink node in the three different scenarios compared to other similar algorithms:
EECHS-ARO, EECHS-ISSADE, and PDU-SLno. This is also a reason for the enhanced
throughput and network lifetime compared to other algorithms.

Information 2023, 14, x FOR PEER REVIEW 11 of 15 
 

 

Table 3 presents the network longevity based on the number of sensor nodes. The 
network performance in terms of lifetime was extended in different scenarios when the 
network sizes were 100, 200, and 300. The COA outperformed similar methods by reduc-
ing the convergence period during CH selection. 

Table 3. Network longevity vs. number of nodes. 

Number of 
Nodes 

Network Longevity 
EECHS-ARO EECHS-ISSADE PDU-SLnO EACH-COA 

100 1500 100 1500 100 
200 1600 200 1600 200 
300 1750 300 1750 300 

5.2. Throughput  
The amount of data determines the throughput transmitted to other nodes in the net-

work. In Figure 5, the throughput is displayed for various network sizes, including 100, 
200, and 300. The number of data packets received by the sink node from the CH in the 
network size 100 scenario is 130,000, 140,000, 170,000, and 180,000 for EECHS-ARO, 
EECHS-ISSADE, PDU-SLno, and EACH-COA, respectively. The number of data packets 
received by the sink node from the CH in the network size 200 scenario is 220,000, 200,000, 
240,000, and 260,000 for EECHS-ARO, EECHS-ISSADE, PDU-SLno, and EACH-COA, re-
spectively. The number of data packets received by the sink node from the CH in the net-
work size 300 scenario: 310,000, 300,000, 360,000, and 400,000 for EECHS-ARO, EECHS-
ISSADE, PDU-SLno, and EACH-COA, respectively. It is clear that the COA transmitted 
more packets to the sink node in the three different scenarios compared to other similar 
algorithms: EECHS-ARO, EECHS-ISSADE, and PDU-SLno. This is also a reason for the 
enhanced throughput and network lifetime compared to other algorithms. 

 
Figure 5. Throughput vs. number of nodes. 

Table 4 lists the throughput of the proposed EACH-COA with respect to the various 
node numbers. The sink node received a more significant number of packets in compari-
son to EECHS-ARO, EECHS-ISSADE, and PDU-SLnO. The proposed COA requires less 
time to converge during CH rotation within the network. 

Figure 5. Throughput vs. number of nodes.

Table 4 lists the throughput of the proposed EACH-COA with respect to the various
node numbers. The sink node received a more significant number of packets in comparison
to EECHS-ARO, EECHS-ISSADE, and PDU-SLnO. The proposed COA requires less time to
converge during CH rotation within the network.

Table 4. Throughput vs. number of nodes.

Number of
Nodes

Network Longevity

EECHS-ARO EECHS-ISSADE PDU-SLnO EACH-COA

100 130,000 140,000 170,000 180,000

200 220,000 200,000 240,000 260,000

300 310,000 300,000 360,000 400,000

5.3. Average Energy Consumption

The amount of energy consumed during data transmission is determined by the energy
consumption. Figure 6 presents the average energy consumption for several network
rounds. The average energy consumptions of the EECHS-ARO, EECHS-ISSADE, PDU-
SLnO, and EACH-COA were 0.55 J, 0.50 J, 0.47 J, and 0.39 J, respectively. The proposed
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EACH-COA approach minimizes energy consumption by 16%, 6%, and 8% compared to
EECHS-ARO, EECHS-ISSADE, and PDU-SLnO, respectively, for the 3000th network round.
The proposed approach has a shorter convergence time for CH selection. This is because
the COA considers the RER and distance parameters to compute the fitness function. It has
been noted that there is an escalation in energy consumption as the number of network
rounds continues to escalate.
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The average energy utilization of several techniques in association with several net-
work rounds is listed in Table 5. The proposed EACH-COA consumed less energy than
the other algorithms. It was found that energy consumption increased as the number of
network rounds increased.

Table 5. Average energy consumption vs. number of rounds.

Number of
Rounds

Average Energy Consumption (Joule)

EECHS-ARO EECHS-ISSADE PDU-SLnO EACH-COA

0 0 0 0 0

500 0.17 500 0.17 500

1000 0.18 1000 0.18 1000

1500 0.19 1500 0.19 1500

2000 0.39 2000 0.39 2000

2500 0.44 2500 0.44 2500

3000 0.55 3000 0.55 3000

5.4. Network Stabilization Period

Figure 7 shows the network stability period for various network sizes. The proposed
EACH-COA achieved a stable network state compared to EECHS-ARO, EECHS-ISSADE,
and PDU-SLno. The COA converges rapidly. The reduction in the energy consumption
within the network nodes was attributed to the use of this technique. This approach is best
suited for networks that exhibit high node density.
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Table 6 shows the network stability period concerning different network nodes. The
EACH-COA approach keeps the network more stable than the EECHS-ARO, EECHS-ISSADE,
and PDU-SLno methods. It was discovered that the network is stabilized at the 1100th round
of EACH-COA with a 300-node network and uses less energy in the network nodes.

Table 6. Network stabilization period vs. number of nodes.

Number of
Nodes

Network Longevity

EECHS-ARO EECHS-ISSADE PDU-SLnO EACH-COA

100 800 100 800 100

200 850 200 850 200

300 900 300 900 300

6. Conclusions and Future Work

Energy conservation has emerged as a crucial undertaking in WSNs, owing to the
limited-capacity batteries installed in the network nodes. Clustering is the most efficient
technique for conserving energy by retrieving data from all participants and relaying them to
the sink in a cluster. This paper introduced EACH-COA, an energy-aware CH selection-based
COA designed to increase the longevity of WSNs and decrease their energy consumption.
The proposed EACH-COA approach first performs cluster formation using Euclidean dis-
tance, and then the CH is selected by adopting the COA. The performance of the EACH-COA
protocol is verified for different network sizes. Therefore, the network longevity and through-
put are enhanced by 8-15% and 5-10% compared with the EECHS-ARO, EECHS-ISSADE,
and PDU-SLno approaches. As a result, energy conservation is maximized.

In future work, the performance of the proposed EACH-COA approach will be evalu-
ated in real-time settings. A hybrid approach will be developed to select the optimal CH
by reducing the convergence time in the network. To enhance the overall performance of
the network, several other network parameters will be considered when determining the
fitness function.
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