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Abstract: The prevalence of cyberbullying on Social Media (SM) platforms has become a significant
concern for individuals, organizations, and society as a whole. The early detection and intervention of
cyberbullying on social media are critical to mitigating its harmful effects. In recent years, ensemble
learning has shown promising results for detecting cyberbullying on social media. This paper
presents an ensemble stacking learning approach for detecting cyberbullying on Twitter using a
combination of Deep Neural Network methods (DNNs). It also introduces BERT-M, a modified
BERT model. The dataset used in this study was collected from Twitter and preprocessed to remove
irrelevant information. The feature extraction process involved utilizing word2vec with Continuous
Bag of Words (CBOW) to form the weights in the embedding layer. These features were then
fed into a convolutional and pooling mechanism, effectively reducing their dimensionality, and
capturing the position-invariant characteristics of the offensive words. The validation of the proposed
stacked model and BERT-M was performed using well-known model evaluation measures. The
stacked model achieved an F1-score of 0.964, precision of 0.950, recall of 0.92 and the detection time
reported was 3 min, which surpasses the previously reported accuracy and speed scores for all
known NLP detectors of cyberbullying, including standard BERT and BERT-M. The results of the
experiment showed that the stacking ensemble learning approach achieved an accuracy of 97.4% in
detecting cyberbullying on Twitter dataset and 90.97% on combined Twitter and Facebook dataset.
The results demonstrate the effectiveness of the proposed stacking ensemble learning approach
in detecting cyberbullying on SM and highlight the importance of combining multiple models for
improved performance.

Keywords: cyberbullying detection; ensemble learning; stacked; continuous bag of words; word2vec;
Twitter; X platform; Facebook; social media; natural language processing

1. Introduction

Cyberbullying has become a significant problem in recent years, particularly among
young people who use the internet and social media (SM) platforms (e.g., Twitter or
Facebook) on a daily basis [1,2]. It involves the use of electronic communication to ha-
rass, threaten, or humiliate others, causing significant harm to the victims (individual or
group) [3,4]. Cyberbullying can manifest in various ways, including sending threatening
messages, spreading rumors or false information, sharing private or sensitive content with-
out consent, impersonating someone, or engaging in persistent and derogatory comments
or posts. The anonymity and reach of the internet make it easier for cyberbullies to target
their victims, causing severe emotional distress and even leading to suicide in extreme
cases [5–7]. In light of this growing problem, researchers have sought to develop meth-
ods to detect and prevent cyberbullying. One promising approach is the use of Machine
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Learning (ML) algorithms, which can analyze large amounts of data and identify patterns
and relationships between variables [8,9]. However, the task of detecting cyberbullying is
complex, and a single machine-learning algorithm is unlikely to be sufficient [10–12]

Stacking is an ensemble learning technique that combines predictions from multiple
models to improve the overall performance [13,14]. By combining the strengths of different
algorithms, stacking can overcome the limitations of a single model and lead to more robust
and accurate predictions, which can be especially important in the context of cyberbullying
where the stakes are high and the consequences of a false positive or false negative can be
severe [13,15,16]. In this paper, we propose a new stacking learning model for the task of
detecting cyberbullying from the Twitter platform (currently known as X) and Facebook,
which outperformed the state-of-the-art BERT model that is one of the most widely used
language models in Natural Language Processing (NLP) and has set new benchmarks for
various NLP tasks [17]. BERT (Bidirectional Encoder Representations from Transformers)
is a transformer-based pre-training language model that has been trained on large amounts
of text data [18]. The model can undergo fine-tuning to adapt and optimize its performance
for specific NLP tasks, including sentiment analysis and text classification. BERT uses a
bidirectional approach in its encoding process, which allows it to consider the context of a
word in both the forward and backward direction, leading to more accurate representations
of the words in a sentence [19]. The use of transformers also allows BERT to handle long-
range dependencies, which is particularly useful in NLP tasks where context plays an
important role [20].

Additionally, the literature has proven that ensemble learning can lead to more robust
predictions compared to a single model, which can be especially important in the context
of cyberbullying, where the stakes are high and the consequences of a false positive or false
negative can be severe [6]. By combining the predictions of multiple models, the ensemble
can reduce the risk of making a false prediction and increase the overall accuracy of the
detection system [13].

This study aims to evaluate the performance of a stacking ensemble learning model,
which is one of the state-of-the-art methods for detecting cyberbullying in the SM datasets.
The model combines multiple Deep Neural Network (DNN) models. The predictions from
these base models will be combined using a meta-model to make the final prediction. The
results of this study will contribute to our understanding of the potential of stacking learn-
ing for cyberbullying detection. Additionally, the findings will have practical implications
for the development of deep learning algorithms to identify and prevent cyberbullying in
real-world applications. These contributions can be summarized as follows:

• We have proposed a new stacking ensemble learning model for cyberbullying detection
based on a continuous bag of words feature extractor.

• We have introduced a modified BERT model and investigated and evaluated its
performance with the standard BERT model and the proposed ensemble learning
model performance.

• We analyzed the performance of two standard BERT models and proposed stacked
model with two benchmark datasets from Twitter and Facebook for cyberbullying
detection on SM.

• We conducted and reported an empirical analysis to determine the effectiveness and
performance of three methods with different feature extraction methods.

This paper is succinctly organized as follows. Section 2 reviewed the existing research
on cyberbullying and the use of machine learning algorithms for its detection. Section 3 de-
scribes the methodology used; Section 4 presents the proposed method’s results, including
the experiment settings, a discussion of the results, and a visualization of the results. Lastly,
Section 5 concludes the work and provides some remarks for future research.

2. Related Works

Cyberbullying on social media, particularly Twitter (currently known as X) and Face-
book, is an important problem because it significantly impacts the well-being of individuals,
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particularly young people who are frequent users of these platforms [21]. Social media
provides an easy and accessible platform for individuals to harass, threaten, or humiliate
others, leading to severe emotional distress and psychological harm to the victims. The task
of detecting cyberbullying is complex and requires considering various factors, such as the
language used in online communication, the sender and recipient of the message, and so
on [6,13]. A single ML algorithm may not be sufficient to accurately detect all instances
of cyberbullying. By combining the predictions of multiple models, ensemble learning
can leverage the strengths of different algorithms and overcome the limitations of a single
model [21,22]. For example, some algorithms may be better at detecting certain types of
cyberbullying, while others may perform better on different types.

Additionally, ensemble learning can lead to more robust predictions compared to a
single model, which can be especially important in the context of cyberbullying, where the
stakes are high and the consequences of a false positive or false negative can be severe. By
combining the predictions of multiple models, the ensemble can reduce the risk of making
a false prediction and increase the overall accuracy of the detection system. For example, a
study by Muneer and Fati [16] conducted an extensive study using seven different machine
learning classifiers for cyberbullying detection on Twitter. The experimental results revealed
that Logistic Regression (LR) exhibited superior performance, achieving a median accuracy
of approximately 90.57%. Haidar et al. [23] proposed a cyberbullying prevention method
for multiple languages, which was evaluated on an authentic Arabic dataset from Arab
countries. They employed two Machine Learning (ML) classifiers, namely, Support Vector
Machine (SVM) and Naive Bayes (NB), achieving acceptable results. However, this study
could benefit from incorporating Deep Learning (DL) techniques and expanding the dataset
size to further enhance the performance. Yadav et al. [24] utilized a pretrained BERT model
integrated with a novel deep learning network, employing the transformer technique,
to detect cyberbullying across various social media platforms. The classification process
involves a single linear layer of a neural network, which can be replaced by other deep
learning network models such as Convolutional Neural Network (CNN) and RNN if
needed. The model underwent extensive training using two social media datasets, one of
which is publicly available. The first dataset, called the Formspring dataset, is relatively
small in size, while the second dataset, known as the Wikipedia dataset, is significantly
larger. Interestingly, the model demonstrated better and more consistent results when
applied to the larger Wikipedia dataset, eliminating the need for oversampling techniques
to enhance performance.

In addition, another study by Al-Ajlan and Ykhlef [25] developed a cyberbullying
detection technique using 20,000 random tweets. They utilized data pre-processing to
eliminate noise and undesirable data, partitioning and labeling the data for training. Deep
Convolutional Neural Networks (DCNN) were used for classification. Despite their efforts,
the experimental findings did not yield promising results. To improve this research, consid-
ering a larger and more diverse dataset spanning multiple languages would be valuable.
Finally, Similarly, Banerjee et al. [26] leveraged Deep Convolutional Neural Networks
(DCNN) to analyze a dataset of 69,874 tweets from Twitter. They utilized Glove’s open-
source word embedding to map tweets to vectors, achieving an accuracy of 93.7% with
DCNN. Expanding the study to detect cyberbullying in conversations that include both
Hindi and English could broaden its scope and applicability. In Wulczyn et al. [27], their pri-
mary focus was on the Wiki-Detox dataset. They developed a classifier that demonstrated
results, measured in terms of AUC and Spearman correlation, comparable to those of three
human workers combined. Their work showcased promising potential for cyberbullying
detection. Subburaj et al. [28] proposed an ensemble machine-learning model for cyber-
bullying detection on social media. The model consisted of four base classifiers, including
NB, K-Nearest Neighbor (KNN), RF, and SVM, which were combined using a majority
voting scheme. The ensemble model showed an accuracy of 94.78%. The study did not
evaluate the performance of the proposed ensemble model on a large and diverse dataset.
The authors in [29] proposed a cyberbullying detection framework that incorporates rein-
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forcement learning and integrates multiple natural language processing techniques. This
innovative framework takes advantage of human-like behavioral patterns and imple-
ments delayed rewards to enhance its performance. Through extensive experimentation
on a highly dynamic and populated dataset, the developed model achieved an accuracy
of 89.5%. Mahat [30] presented a practical application for cyberbullying detection across
multiple social media platforms, utilizing data from Twitter, Wikipedia, and Formspring.
The proposed implementation employs LSTM layers to effectively detect cyberbullying
instances. Through training the models with the backpropagation method and using the
cross-entropy loss function in combination with the Adam optimizer, superior results were
achieved compared to traditional approaches. Yadav et al., [31] conducted a comparative
study of deep learning methods for detecting hate speech and offensive language in textual
data, including CNN, RNN, LSTM, and BERT models. They also explored the impact of
class weighting technique on model performance. The results showed that the pre-trained
BERT model outperformed other methods in both unweighted and weighted classification.
BERT’s ability to capture sentence relationships and contextual dependencies contributed
to its superior performance.

Therefore, an improved ensemble learning approach is still needed for cyberbullying
detection because current machine and deep learning and ensemble learning approaches
have limitations, such as (i) reliance on hand-crafted features: most ensemble learning
approaches for cyberbullying detection rely on hand-crafted features, which may not be
effective in capturing the complex relationships and patterns in the data. (ii) Limited
generalizability: some ensemble learning methods are only effective on specific datasets
or social media platforms and may not be generalizable to other platforms or datasets.
(iii) High computational cost: ensemble learning methods often require a high computa-
tional cost due to the multiple models involved and the large amount of data that needs
to be processed. (iv) Lack of interpretability: many ensemble learning methods are not
interpretable, meaning it can be difficult to understand why a particular decision was made
or how the models arrived at a certain conclusion. (v) Unbalanced datasets: cyberbullying
datasets are often highly unbalanced, with a small number of positive cases and a large
number of negative cases. This can impact the performance of ensemble learning methods
and lead to biased results. Therefore, there is a need for an improved ensemble learning
approach that addresses these limitations, has a higher accuracy and provides interpretable
results, to effectively detect cyberbullying on social media.

3. Materials and Methods

In this work, we have investigated and examined five baseline models, namely
Conv1DLSTM, BiLSTM, LSTM CNN, and the BERT baseline model for detecting cyberbul-
lying. Then, we introduced a modified BERT model and an ensemble stacking learning
model. The research methodology that has been followed is illustrated in Figure 1 whereby
the following steps are applied to achieve this study’s goal. First, the dataset will be loaded
into a local machine to perform the necessary preprocessing on the dataset, including essen-
tial Natural Language Processing (NLP) steps such as text cleaning, stemming, tokenizing,
and lemmatizing. Then, the problematic comment pattern is analyzed using linguistic
techniques. Next, four baseline methods (Conv1DLSTM, BiLSTM, LSTM and CNN) were
stacked to build an ensemble stacking learning model for cyberbullying detection. The
details explanation is given in the following subsections.

3.1. Datasets and Input Layer

This study uses two datasets to test and validate the performance of the proposed
models. The first Twitter (currently known as X) benchmark dataset in [16] was used to
detect cyberbullying by identifying offensive and non-offensive tweets. This dataset with
the size of 37,373 tweets. The data were numerically labeled with 1 or 0 where 1 represents
the offensive tweet and 0 represents the neutral tweet, which means the tweet does not
belong to the offensive category.
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Figure 1. The proposed architecture of stacked ensemble learning model for cyberbullying detection
on SM.

The second dataset used in this study [32] comprises data collected from Twitter and
Facebook groups, focusing on suspicious activities, such as racism, discrimination, abusive
language, and threatening, predominantly associated with cyberbullying incidents. The
data in the dataset was annotated based on the presence of suspicious words used in
tweets and comments. Suspicious data points were manually tagged with a label of 1,
while non-suspicious data points were labeled with a 0 after the data scraping process. In
total, the dataset consists of approximately 20 thousand rows of sentiments. Among these,
around 12 thousand data points were tagged with a negative sentiment, indicating the
presence of characteristics such as racism, discrimination, and abuse. Conversely, eight
thousand data points were labeled with a positive or neutral sentiment, signifying that
the data exhibited non-suspicious attributes. Both datasets input information is primarily
based on English-language tweets and comments, with some preprocessing methods and
data cleaning explained in the following subsection. Figure 2 demonstrates the count of
tweets in the first dataset (Twitter) with less than ten words, where the number of tweets
equal to nine words is 1972 and considered the highest in the dataset. Finally, Figure 3
shows the count of tweets with a higher number of words, where the number of tweets that
are equal to 11 is 1865, and the most extended tweet in the dataset was 52 words. Table 1
shows an example of cyberbullying tweets samples in Twitter dataset.

3.2. Embedding Layer

The embedding layer aims to capture the syntactic and semantic relationships between
words in a low-dimensional vector space, where a unique vector represents each word.
Thus, we used the continuous vector space, whereby similar words will be aggregated in a
cluster where vector space is more efficient. Recently, using a neural network to obtain word
representations attracted the researcher’s attention as the learner vectors explicitly encode
uneven patterns in the texts with several linguistics. Word embedding representations
can be learned using the word2vec with Skip-gram [33] and Continuous Bag-of-Words
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(CBOW) [34] models. Both models have the same objective, except that the Skip-gram
model relies on maximizing the prediction probability of the adjacent attributes based on
the main word. The importance of CBOW feature extraction for cyberbullying detection is
that it provides a way to capture the context of words in a text and their relationships. This
is critical for detecting cyberbullying, as the meaning of words can change significantly
based on their context and their relationships with other words. For example, the word
“you” can have a different meaning when used in a social context compared to when it is
used in a hostile or bullying context. CBOW feature extraction can capture these differences
and help algorithms better distinguish between bullying and non-bullying text. Figure 4
shows how the CBOW uses word vector representations to anticipate the middle words in
a context.
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Table 1. Example of cyberbullying samples in the Twitter dataset.

Id Cyberbullying Tweet Samples Pred Label

1 Fat people are dump Offensive (cyberbullying) 1

2 WTF are you talking about Men? No men thats not a menage that’s just gay. Offensive (cyberbullying) 1

3 Fake friends are no different than shadows, they stick around during your
brightest moments, but disappear during your darkest. Non-offensive (non-bullying) 0

4 You are big black s**t. Offensive (cyberbullying) 1

5 Today something is dope. Tomorrow that same thing is trash. Next month it
is irrelevant. Next year it’s classic. Non-offensive (non-bullying) 0
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Figure 4. The count of tweets exhibiting an increased word count is facilitated through the utilization
of the CBOW and Skip-gram model architectures within the word2vec technique. This technique
encompasses the implementation of both training models, wherein the fundamental concept revolves
around leveraging a word’s presence to forecast its surrounding context, or conversely, employing
the context to predict the current word.

Again, due to the similarity of both CBOW and Skip-gram models, we will try to
present their derivation. Both models have a high computational cost, so the training
methods used hierarchical SoftMax or negative sampling. Hierarchical SoftMax represents
all the words within the vocabulary at the output, which are tree units, using a frequency-
based Huffman tree, such as a binary tree [35]. The output layer in the CBOW model with
hierarchical SoftMax is substituted with a Huffman tree. The hidden layer averages the
input word vectors; thus, the hidden layer’s output is:

h =
1
C ∑

u∈(context)(w)

v(u)

where v(u) represents the vector associated with the word u, and context f () (w) denote
the set of contextual information for the word w. The cardinality of the set context(w) is
denoted as C. Based on these definitions, the conditional probability of the word w within a
given context can be defined as follows:

p(w | context(w)) =
k(w)−1

∏
j=1
‖ hTv′nw,j

‖



Information 2023, 14, 467 8 of 20

In the context of a Huffman tree, let n(w,j) denote the j-th inner point along the path
from the root to the word w. The vector v′ηw,j

represents the vector associated with the inner
point n in question and k(w)− 1 represents the length of the Huffman tree for word w and
|| is a function defined as:

‖ x ‖= σ(x)dw
j+1
[
1− σ(x)(1−dw

j+1)
]

where dw
j+1 is the j-th bit of the Huffman code for word w. In the study, we implemented

it by maximizing the conditional probability of the Equation during the model’s training
in Figure 5 for the context (or target) of the word w. The log of the conditional probability
provides the loss function as:

l = log p(w | context(w))
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The derivative was obtained l as a loss function regarding the vector of the inner point
η(w,j) as follows:

∂l
∂v′nw,j

=
∂l

∂hTv′nw,j

∂hTv′nw,j

∂v′nw,j

= hT‖ 1− hTv′nw,j
‖

where j = 1, 2, · · · , l(w)− 1 we define the derivative of l regarding the vector of information
contextual of words u as:

∂l
∂v(u)

=
l(w)−1

∑
j=1
‖ 1− hTv′nw,j

‖v′nw,j

They are mirror images of one another. The CBOW model’s learning goal is to train a
word vector that predicts the cantered word inside a certain context; the Skip-gram is used
to learn a word vector that predicts surrounding words based on the cantered word. Finally,
CBOW feature extraction is an important technique for the task of cyberbullying detection,
as it provides a way to capture the context of words and their relationships and reduces the
sparsity of text data, making it easier for algorithms to learn and detect cyberbullying.

3.3. Deep Neural Networks (DNN) Baseline Models

This work employed four deep neural network models comprised of Conv1DLSTM,
BiLSTM, LSTM and CNN that have been used for cyberbullying detection tasks and exam-
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ined with the same Twitter dataset. The following sub-sections briefly describe the building
models procedure of each DNN baseline model that was utilized for cyberbullying detection.

3.3.1. Long Short-Term Memory and Bidirectional Long Short-Term Memory

LSTM and Bi-LSTM are new variations of RNNs used for processing sequential data,
such as natural language, speech, and time-series data. Bi-LSTM is a variant of LSTM that
reads the input sequence in both forward and backward directions, thus capturing both past
and future context. Bidirectional information helps to improve the accuracy of predictions.
The fundamental issue with traditional RNNs is the vanishing gradient problem, which
occurs when the gradients of the weights become very small over time, making it difficult
for the network to learn long-term dependencies. The purpose of the LSTM architecture is
to tackle the issue of preserving and selectively utilizing information from previous time
steps in a neural network. To achieve this, LSTM introduces a memory cell that can retain
relevant information and control its exposure to the rest of the network when required. This
memory cell is regulated by three gates: the input gate, the forget gate, and the output gate.
The input gate decides which information should be stored in the memory cell, the forget
gate determines which information should be discarded, and the output gate determines
which information should be revealed to the remaining components of the network. This
mechanism allows the LSTM to learn and maintain long-term dependencies by selectively
exposing information from previous time steps to the network when necessary.

Due to the complicated language structure, the weights learned by separate neurons
prevent typical DNNs from determining exact representations for the related attributes
to cyberbullying tweets. The RNN uses a repetition loop over timesteps to tackle the
aforementioned problem circumvent the restriction. A sequence vector x1, . . ., xn is handled
employing a recurrence of the form rt = fα(rt−1, xt), where f indicates the activation
function, α is a set of parameters employed at each time step t, and xt is the input at
timestep t [36,37]. The parameters defining the connections between the input and hidden
layers, as well as the horizontal relationship among activations and the hidden layer to the
output layer are allocated for each timestep in a basic recurrent neuron. The forward pass
of a primary, recurrent neuron may be represented as follows:

at = g(Wa

[
a<t−1>, Xt

]
+ ba)

yt = f
(
Wy.at + by

)
where g reveals the activation function when “t” exemplifies the current timestep. The
timestep input reveals by Xt, ba defines the bias, and Wa presents cumulative weights and
timestep t of the activation output denoted by at. If needed, this at activation can be utilized
to determine the yt estimates at time t.

In addition, DNNs with simple RNN neurons indicate beneficial results in numerous
applications. Thus, these neurons remain prone to vanishing gradients and struggle to
learn long-term dependencies [36]. In order to solve the gradient disappearance issue and
enable the learning of long-term dependencies, the research community has suggested
a number of altered recurrent neuron architectures to resolve the simple RNN neuron
limitation, such the LSTM method introduced by [38,39].

As previously stated, the work in [40] suggested the LSTM neuron with several
enhancements to the design of the simple RNN unit that delivers a strong generalization of
GRU. The following are some examples of noticeable variances in the LSTM cell:

1. Standard LSTM units Ht lack the utilization of an importance gate, specifically de-
noted as Γr .

2. LSTM units employ the output gate Γo and the update gate Γu as substitutes for the
missing importance gate Γr . The output gate determines the value of the hidden
state Ht in the memory cell, allowing activation outputs to be processed by additional
hidden network components.
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3. The output gate determines the value of the hidden state Ht in the memory cell, al-
lowing activation outputs to be processed by additional hidden network components.
The update gate Γu governs the extent to which the previous hidden state Ht−1 is
overwritten to achieve the current hidden state Ht. For example, how much memory
cell information could be ignored in order for memory cells to work properly.

In practice, the ability of LSTMs to learn long-term dependencies is demonstrated in
various sequential data tasks, where the network must use information from previous time
steps to accurately predict future time steps. By selectively maintaining information from
previous time steps, LSTMs are well-suited for learning long-term dependencies and have
been widely used and are highly effective in a variety of sequential data tasks.

3.3.2. Convolutional Neural Network

CNNs are intended to tackle learning challenges, including high dimensional input
data with complex spatial structures, e.g., data containing images [41], videos [42], time
series [43], and sequences prediction [44,45]. Using the fewest trainable parameters possible,
CNNs attempt to develop hierarchical filters that can accurately classify massive amounts of
incoming data. This transformation is accomplished by facilitating sparse interactions with
input data and trainable parameters via parameter sharing. Equivariant representations
(also known as feature maps) of the complicated and spatially structured input data are
then learned. CNNs comprise various convolution layers. These layers are utilized in
NLP applications to better understand the distinctive local features. The study conducted
convolution operations on the feature vector from the attention layer by adding a linear
filter. For a provided post on social media in a sentence X with distinct x words, first, the
embedding vector of size e was generated, then a filter F of size e× h was used repeatedly
as a sub-matrix to represent the input data. The results of this generate a feature map
M = [m1, m2, · · · , mx−h] as follows.

mi = F× Xi:i+h−1

where i = 0, 1, · · · , x− h and Xi:j is a sub-matrix of X from row i to j as the popular method
is to input feature maps into a pooling or sub-sample layer to increase their dimension. The
max-pooling is a regular pooling layer, that chooses the highly significant feature b from
the map as follows:

b = max
0≤i≤x−h

(mi)

The outputs obtained from the pooling layer are concatenated together, resulting
in the formation of a pooled feature vector. This pooled feature vector is subsequently
employed as the input to the Fully Connected Layer (FCL). Figure 5 shows our extract of
the local features.

3.3.3. Fully Connected Layer (FCL)

In an FCL, the feature vector representation derived from the weight vector of the
concatenated pooling layers is mapped to the input vector through a weights matrix to
learn the bullying data for building the cyberbullying model. The FCL includes multiple
dense layers, non-linear activation, SoftMax, and prediction function to obtain the correct
bullying classification as follows:

Ht = SoftMax(wtht−1 + bt)

where wt and bt are parameters learned in training, Ht is the obtained from the pooled
concatenated feature vector and ht−1 is the feature map received from the CNN layers.
The output layer performs the correct classification using the SoftMax function, as in
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Figure 1. The cross-entropy loss was minimized to learn the model parameters as the
training objective using the Adam optimization algorithm [46]. It is provided by:

CrossEntropy(p, q) = −∑
p
(x) log(q(x))

Given a true distribution p, which represents a one-hot vector representing characters
in messages posted on social media, and a SoftMax output q, the negative log probability
of the true bullies can be computed.

4. Results
4.1. Experimental Setting

This section presents the experiment’s settings along with commentary on their im-
portance. We have used Google Colab GPUs with Python 3.8. The Tensorflow library is
used for applications such as computer vision and NLP is used to implement the proposed
cyberbullying model and the other baseline models. The objective was to minimize the
complexity of the model by removing unnecessary elements, such as the number of hidden
nodes, and in the dense layer by finding optimal hyperparameters [47]. An input matrix
of 35,873 tweets was constructed to divide the raw input data into tokens, which helped
the cyberbullying model to understand the context and interpret the vital information in
the text by analyzing the word sequence using tokenization in the Tensorflow library. A
preprocessing step was applied before tokenization by removing irregular text formats,
text content loss, and incomplete and duplicate documents. Words in the text adding no
meaning to the sentence were ceased; they would not affect text processing for the defined
purpose and be removed from the vocabulary to reduce noise and the dimension of the
feature set. Table 2 shows the experimental parameters and layers of the proposed model.

Table 2. Experimental parameters.

Layers Layer Name Kernel × Unit Other Parameters

1 Conv1D 72 × 128 Activation = ReLU, Strides = 3
2 Batch Norm - -
3 Global Max Pool - Stride = 3
4 Conv1D Activation = ReLU, Strides = 3
5 Batch Norm -
6 Max Pool Pool Size = 2, Stride = 2
7 Conv1D 3 × 512 Activation = ReLU, Stride = 1
8 Conv1D 3 × 128 Activation = ReLU, Stride = 1
9 Flatten - -

10 Dense 1 × 512
11 Dense 2 Activation = SoftMax

The word2vec with CBOW concatenated formed the weights in the embedding layer.
The 87 dimension of word2vec was trained on word vectors of 149 words from a Twitter
cyberbullying dataset and 233 words from mixture dataset. In the proposed DL methods,
each neuron spanned between 32 and 256 memory units with a step size of 32, but the
stacked model provided an optimum value with the Adam optimization in the Tensorflow
library. The library was used to establish the optimum value while restricting the number
of iterations to a low value. The maximum number of trials was between five and ten, cor-
responding to two to three per execution trial, with a dropout of 0.25. For the convolutional
layer filters, we have tuned all the layers in each stacking model with the range of 32–132
with kernel sizes of two and four to provide the optimum values. The size of the fully
connected layer was 132, initializing word embeddings using Glorot uniform initializa-
tion [48] for the model to converge over a SoftMax classifier. The entire model was trained
for 20 epochs using the Adam stochastic optimizer. A mini-batch size of 42 yielded better
performance for tweets datasets when the class label had over 10 or 20 words; however, the
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learning rate of 0.001 was adaptive, starting from 0.001 to 0.1 and the dropout of 0.25 was
constant throughout the training datasets, irrespective of the class label. The SoftMax func-
tion was employed in the output layer without the hashing trick. We followed the statute
for the rest of the model, but we changed the model types, for example, instead of Conv1D
we changed it with LSTM, or BiLSTM, etc. Finally, the training process was accelerated on
the dataset with a class label of less than 50 by setting the learning rate, embedding size,
mini-batch size, and the number of epochs to 0.001, 50, 42, and 20, respectively.

Finally, the five-fold cross-validation all at once and early stopping with monitoring
validation loss in max mode with the patience of five trials were applied in the training
process to prevent overfitting problems. The proposed stacked ensemble model, loss
against model validation, is presented in Figure 6a, and the stacked model accuracy
against model validation is shown in Figure 6b. The experimental results of the baseline
models, ensemble stacked model, baseline BERT and modified BERT are discussed in the
following sub-sections:

Information 2023, 14, x FOR PEER REVIEW 13 of 21 
 

 

 
 

(a) Proposed stacked ensemble learning model loss. (b) Proposed stacked ensemble learning model testing accuracy.  

Figure 6. Testing accuracy and loss of the proposed stacked ensemble model on the Twitter da-

taset. 

Additionally, we have conducted another experiment to test and validate our pro-

posed stacked ensemble model performance on different social media platforms datasets 

collected from the literature, and it is based on Twitter and Facebook groups. This dataset 

is based on suspicious activities such as racism, discrimination, abusive language, threat-

ening, which mostly comes in cyberbullying. The proposed model was trained on 20 

epochs (with the same experimental setup explained earlier) and the model loss against 

model validation is presented in Figure 7a. The stacked model accuracy against model 

validation is shown in Figure 7b. The experimental results of the baseline models, ensem-

ble stacked model, baseline BERT and modified BERT are discussed in the following sub-

sections: 

 
 

(a) Proposed stacked ensemble learning model loss. (b) Proposed stacked ensemble learning model testing accuracy.  

Figure 7. Loss and testing accuracy of the proposed stacked ensemble model on social platforms 

dataset (Twitter and Facebook). 

4.2. Accuracy, Precision, Recall and F1-Score 

This study focused on evaluating the effectiveness of a proposed model in distin-

guishing cyberbullying from non-cyberbullying by employing various assessment met-

rics. Different deep learning-based cyberbullying detection models, including the stacked 

model, BERT, and a modified BERT model, were developed as part of this research. Eval-

uation criteria play a crucial role in understanding the functionality of competing models 

Figure 6. Testing accuracy and loss of the proposed stacked ensemble model on the Twitter dataset.

Additionally, we have conducted another experiment to test and validate our proposed
stacked ensemble model performance on different social media platforms datasets collected
from the literature, and it is based on Twitter and Facebook groups. This dataset is based on
suspicious activities such as racism, discrimination, abusive language, threatening, which
mostly comes in cyberbullying. The proposed model was trained on 20 epochs (with the
same experimental setup explained earlier) and the model loss against model validation
is presented in Figure 7a. The stacked model accuracy against model validation is shown
in Figure 7b. The experimental results of the baseline models, ensemble stacked model,
baseline BERT and modified BERT are discussed in the following sub-sections:

4.2. Accuracy, Precision, Recall and F1-Score

This study focused on evaluating the effectiveness of a proposed model in distin-
guishing cyberbullying from non-cyberbullying by employing various assessment metrics.
Different deep learning-based cyberbullying detection models, including the stacked model,
BERT, and a modified BERT model, were developed as part of this research. Evaluation
criteria play a crucial role in understanding the functionality of competing models in
the scientific community. The following evaluation criteria are commonly used to assess
the performance of cyberbullying classifiers for social media networks, e.g., Twitter or
Facebook:

• Accuracy measures the proportion of correctly classified tweets compared to the total
number of tweets for cyberbullying prediction models. Accordingly, the following
calculation may be used.
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• Accuracy = (tp+tn)
(tp+fp+tn+fn)

where fp stands for false positive, fn for false negative, tp for true positive, and tn for
true negative.

• Precision measures the proportion of correctly identified positive samples out of all
positive predictions.

• Recall is a metric that quantifies the proportion of relevant tweets that were successfully
retrieved among all the relevant tweets in a given dataset or search.

• F1-score indicates the harmonic means of precision and recall, representing the balance
between these two metrics.
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The three assessment metrics mentioned above have widely been used in the literature
to assess cyberbullying prediction models. They are computed as follows:

Precision =
tp

(tp + fp)
,

Recall =
tp

(tp + fn)
,

F1-score =
2× precision× recall

recision + recall

4.3. Performance Result of Baseline Models

The proposed baseline models are shown in Table 3. Firstly, we experimented with the
four baseline models Conv1DLSTM, BiLSTM, LSTM and CNN implementing a word2vec-
based CBOW feature extractor on the Twitter dataset, and the baseline models’ performance
has been recorded and tabulated as demonstrated in Table 3. The Conv1DLSTM model
has outperformed other predictors with an accuracy of 0.8649, precision of 0.8142, recall
of 0.7281 and F1-score of 0.8281. Therefore, the BiLSTM baseline model has obtained
the lowest performance in detecting cyberbullying with an accuracy of 0.7795, precision
of 0.8373, recall of 0.8130 and F1-score of 0.8041. Based on the four-baseline model, our
proposed staked ensemble model outperformed both the baseline BERT model (0.921) and
the modified BERT version (0.9384), where it achieved an accuracy of 0.974.
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Table 3. Comparison analysis between baseline and proposed models on the Twitter dataset.

No. Algorithm Accuracy (%) Precision Recall F1-Score

1 LSTM 0.8011 0.8142 0.7281 0.8281
2 Conv1DLSTM 0.8649 0.8146 0.8919 0.8317
3 CNN 0.8496 0.8836 0.7908 0.8720
4 BiLSTM 0.7795 0.8373 0.8130 0.8041
5 BERT 0.921 0.915 0.915 0.9149
6 Tuned-BERT 0.9384 0.92 0.91 0.92
7 Stacked 0.974 0.950 0.92 0.964

Figure 8 shows our proposed deep learning models, the stacked ensemble model,
BERT, and modified BERT. The stacked model architecture, where multiple models are
trained and combined to improve the overall accuracy, has outperformed the state-of-the-
art BERT model and fine-tuned BERT models, which are pre-trained BERT models that are
further trained on a specific task, have also been proposed for cyberbullying identification.
Our proposed staked ensemble model achieved an accuracy of 0.974, precision of 0.950,
recall of 0.92 and F1-score of 0.964 in detecting cyberbullying.
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Additionally, we have tested our models’ performance on a social media platforms
dataset (Twitter and Facebook). Table 4 compares the baseline and proposed models on the
Facebook dataset in terms of accuracy, precision, recall, and F1-score. Tuned-BERT slightly
outperformed both the BERT and stacked models with the highest accuracy of 91.98% and
a superior precision, recall, and F1-score. However, it takes 41 min and 23 s, while the
proposed stacked model achieves 90.97% accuracy in just 2 min and 45 s, making it a more
efficient choice for certain applications.

Table 4. Comparison analysis between baseline and proposed models on the Facebook dataset.

No. Algorithm Accuracy (%) Precision Recall F1-Score

1 BERT 0.9042 0.9051 0.9034 0.9043
2 Tuned-BERT 0.9198 0.9262 0.9123 0.9191
3 Stacked 0.9097 0.9122 0.9082 0.9102
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4.4. Precision-Recall Curve

Precision-recall curves are commonly employed for evaluating the performance of
stacked ensemble learning models in binary classification problems, including cyberbul-
lying detection. The precision-recall curve is a graphical representation of the trade-off
between precision and recall for different classification thresholds. Precision is the fraction
of true-positive predictions among all positive predictions, while recall is the fraction of
true-positive predictions among all actual positive instances. These two measures pro-
vide a balanced evaluation of the model’s performance by considering both false positive
and false negative predictions. The precision-recall curve is created by plotting precision
against recall for different classification thresholds. The Area Under the Precision-Recall
Curve (AUPRC) is often utilized as a single metric to summarize the performance of the
model, where a larger AUPRC indicates a better overall performance. Precision tests the
relevance of the expected positive outcomes. At the same time, recall measures the model’s
ability to predict positive samples. Both have a high ratio of true positives (high precision)
when predicting most positive-type samples in the dataset (high recall). Precision-recall
plots allow users to accurately forecast future classification results since they measure the
proportion of positive predictions that are true positives [49]. In precision-recall space, the
closer a predictor’s score is to the perfect classification point (1,1), the better the predictor
performs, and the closer its score is to zero, the worse the predictor performs. Figure 9
shows the model performance for cyberbullying detection in terms of precision-recall
measures, respectively.
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Other critical evaluation matrices utilized in the proposed work are the Receiver
Operating Characteristics curve (ROC) and precision-recall curves. A ROC curve is a
beneficial two-dimensional depiction of the trade-off between the true-positive and false-
positive rates. During the training process, each DL model was tested on a different
collection of test data that was not utilized during the training phase. The data was built
this way to ensure outcomes are equal and test the detectors’ generalization capabilities.
Figure 10 shows confusion matrices of the two best models’ evaluation metrics extracted
from a matrix that includes four terms:
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True-positive (TP): if the tweets include offensive text, the prediction is true positive,
and the model prediction conforms with the presence of the offensive word.

False-positive (FP): if the tweets contain non-offensive text, the outcome is considered false
positive, but the model under consideration predicts the existence of a non-offensive tweet.

False-negative (FN): if the tweets have offensive words, but the model negates the
presence of offensive words, the effect is a false negative.

True-negative (TN): if the tweets do not contain offensive words and the tested model
also predicts that there are no such offensive words, then true negative is the consequence.

4.5. Area under the Curve (AUC)

The Area Under the Curve (AUC) is a commonly used evaluation metric for binary
classification problems, such as cyberbullying detection on social media. The AUC rep-
resents the overall performance of a classifier by measuring the trade-off between the
True-Positive Rate (TPR) and the False-Positive Rate (FPR) across all possible threshold
values. In the context of cyberbullying detection, the TPR represents the fraction of actual
bullying instances correctly identified by the classifier, while the FPR represents the fraction
of non-bullying instances falsely identified as bullying. AUC ranges between 0 and 1, where
a perfect classifier would have an AUC of 1, indicating that all actual bullying instances
are correctly identified and no non-bullying instances are falsely identified as bullying. A
classifier with an AUC of 0.5 would be considered random, indicating that it performs no
better than chance in classifying instances as bullying or not.

Additionally, the greater the AUC, the better the model’s efficiency in differentiating
the positive and negative samples [50]. Figure 11 shows AUC curves for the stacked
ensemble model in our study, where (a) demonstrates the model’s performance in our own
cyberbullying Twitter dataset and (b) demonstrates the model’s performance in terms of
AUC for the mixed social platform dataset with 0.97 and 0.94, respectively.

4.6. Comparison of Proposed Models’ Complexity and Statistical Analysis

The proposed work utilizes three DL classifier models with a word2vec-based CBOW
feature extractor. Table 5 presents the results of a study comparing different models in
terms of accuracy and time complexity.

Table 5. Model complexity and statistical analysis on the Twitter dataset.

No Model Accuracy Time Complexity

1 BERT baseline 92.1% 1 h 6 min
2 Modified-BERT 93.84% 1 h 2 min
3 Proposed stacked 97.4% 3 min 9 s
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Figure 11. AUC curve of the proposed stacked ensemble model: (a) AUC curve for the Twitter
dataset; and (b) AUC curve for the mixed social platform dataset (Twitter and Facebook).

The first model, “BERT baseline,” achieved an accuracy of 92.1%. BERT (Bidirectional
Encoder Representations from Transformers) is a widely used pre-trained language model
known for its effectiveness in various natural language processing tasks. The time com-
plexity for this model was 1 h and 6 min, indicating the amount of time it took to process
the data. The second model, “Modified-BERT,” performed slightly better, with an accuracy
of 92.84%. This suggests that modifications or enhancements were made to the original
BERT model to improve its performance. The time complexity for this model was slightly
lower than the baseline, requiring 1 h and 2 min to process the data. The third model,
“Proposed stacked,” achieved the highest accuracy of 97.4% among the models compared.
This suggests that the proposed stacked model, which likely combines multiple models
or layers, yielded superior performance. Notably, the time complexity for this model was
significantly lower than the previous two models, requiring only 3 min and 9 s to process
the data. Similarly, the experimental results of the second dataset (Table 6) demonstrate that
the modified-BERT slightly outperforms the baseline with 91.98% accuracy in 41 min and
23 s, while the proposed stacked achieves 90.97% accuracy in just 2 min and 45 s, making it
a more efficient choice for certain applications.

Table 6. Model complexity and statistical analysis on the Facebook dataset.

No Model Accuracy Time Complexity

1 BERT baseline 90.42% 44 min 25 s
2 Modified-BERT 91.98% 41 min 23 s
3 Proposed stacked 90.97% 2 min 45 s

4.7. Comparison with Literature

Table 7 presents a comparative analysis of different algorithms for cyberbullying
detection on the Twitter dataset. The evaluation metrics include accuracy, precision, recall,
and F1-score, which are commonly used to assess the performance of classification models.
The results show the performance of various algorithms in terms of their ability to correctly
classify instances of cyberbullying with the available methods in the literature that used
the same dataset to ensure fairness.
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Table 7. Comparison with the related literature.

Dataset Algorithm Accuracy Precision Recall F1-Score

Twitter

Logistic Regression [16] 90.57 0.951 0.905 0.928
LGBM Classifier [16] 90.55 0.9614 0.895 0.927
Random Forest [16] 89.8 0.933 0.913 0.923

SVM [16] 67.13 0.933 0.913 0.923
Stacked (ours) 97.4 0.950 0.92 0.964

Thus, the proposed method presents significant advancements in the field of cyber-
bullying detection on social media platforms (Twitter and Facebook). The study addresses
the growing concern surrounding cyberbullying and emphasizes the importance of early
detection and intervention to mitigate its harmful effects on individuals and society. The ad-
vancement of the proposed method lies in its innovative use of ensemble stacking learning
and the effective feature extraction process. By achieving superior accuracy and efficiency
in detecting cyberbullying, the study contributes significantly to the field of cyberbullying
detection and reinforces the importance of combining multiple models for improved results.
The feature extraction process plays a vital role in the proposed method’s success. By em-
ploying CBOW and Skip-gram to form the weights in the embedding layer, the model gains
the ability to capture meaningful linguistic features from the datasets. The convolutional
and pooling mechanism further reduces the dimensionality of features while preserving the
position-invariant characteristics of offensive words. This approach enhances the model’s
ability to accurately identify and classify cyberbullying content within the tweets.

5. Conclusions

The field of cyberbullying detection has seen significant advances in recent years, with
ensemble learning playing a crucial role. The use of multiple deep learning methods, such
as LSTM, Conv1DLSTM and CNN, has proven to be effective in detecting cyberbullying
on social media platforms such as Twitter (currently known as X) and Facebook. In this
study, we aim to evaluate our proposed method performance in two different datasets.
The proposed stacked ensemble learning methods have shown promising results in terms
of accuracy, precision, recall, F1-score and detection time, demonstrating their ability to
identify and classify offensive language on social media. However, there is still much room
for improvement in terms of developing a more robust and accurate ensemble learning
approach for cyberbullying detection. The limitations of current methods, such as limited
generalizability, highlight the need for further research in this field. To this end, future work
should focus on incorporating additional feature extraction techniques and advanced deep-
learning models to enhance the performance of cyberbullying detection systems. Lastly,
the results of this research contribute to the growing body of knowledge on cyberbullying
detection and highlight the potential of stacking ensemble learning methods to address
this critical social issue.
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