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Abstract: Dimensionality reduction and producing simple representations of electroencephalography
(EEG) signals are challenging problems. Variational autoencoders (VAEs) have been employed for
EEG data creation, augmentation, and automatic feature extraction. In most of the studies, VAE
latent space interpretation is used to detect only the out-of-order distribution latent variable for
anomaly detection. However, the interpretation and visualisation of all latent space components
disclose information about how the model arrives at its conclusion. The main contribution of this
study is interpreting the disentangled representation of VAE by activating only one latent component
at a time, whereas the values for the remaining components are set to zero because it is the mean
of the distribution. The results show that CNN-VAE works well, as indicated by matrices such as
SSIM, MSE, MAE, and MAPE, along with SNR and correlation coefficient values throughout the
architecture’s input and output. Furthermore, visual plausibility and clustering demonstrate that
each component contributes differently to capturing the generative factors in topographic maps. Our
proposed pipeline adds to the body of knowledge by delivering a CNN-VAE-based latent space
interpretation model. This helps us learn the model’s decision and the importance of each component
of latent space responsible for activating parts of the brain.

Keywords: electroencephalography; convolutional variational autoencoder; latent space
interpretation; deep learning; spectral topographic maps

1. Introduction

Electroencephalography (EEG) is a method of recording brain activity (electrical poten-
tials) using electrodes placed on the scalp [1]. It is generally known that EEG signals carry
important information in the frequency, temporal, and spatial domains. EEG signals have
been regularly used to diagnose a variety of mental disorders. However, analysis is difficult
and decisions are tough to accept due to the low amplitude, complex collecting settings, and
substantial noise [2]. EEG examines voltage variations in the order of microvolts caused by
ionic currents within the neurons of the brain. Brain mapping is a neuroscience approach
for exploring the advancement of understanding the structure and function of the human
brain. EEG topography mapping (EEG topo-map) is a neuroimaging approach that uses a
visual–spatial depiction to map the EEG signal. The EEG data from the electrodes is col-
lected and processed into EEG topographical maps. The EEG topo-map visualises raw EEG
data of voltage or power amplitude [3]. Some studies, for example, have converted EEG
signals into topographic power head maps in order to preserve spatial information [4–6].
Topographic maps, on the other hand, are frequently redundant and contain significantly
interpolated data between electrode locations. Many machine learning and deep learning
algorithms have used temporal- and frequency-domain features to classify EEG signals.
On the other hand, only a few studies combine the spatial and temporal dimensions of the
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EEG signal. As a result, it is difficult to build efficient algorithms using features based on
prior information. Therefore, the 2D convolutional neural network (CNN) is utilised to
learn EEG features across diverse mental tasks without previous knowledge [7]. There are
many techniques that have been employed to reduce their dimensionality and automati-
cally learn essential features. The tensor-decomposition-based dimensionality reduction
algorithm, transforms the CNN input tensor into a concise set of slices [8]. Another popular
dimensionality reduction technique is spatial filtering. The performance of various spatial
filtering techniques has been evaluated on the test set. These spatial filtering techniques
extract EEG nonstationarity features that cause model accuracy to deteriorate even after
30 min of resting. These feature changes had varying effects on the spatial filtering algo-
rithms chosen [9]. They also rely on a restricted number of channels because they restrict
us from investigating the neural plausibility of the derived features in greater depth. EEG
is referred to as a nonstationary signal since it fluctuates from subject to subject, and even
from one recording session to the next for the same person [10,11]. The generative network
accepts random noise from a certain distribution (e.g., Gaussian) and aims to generate
synthetic data that is identical to real data. Since generative networks are sensitive to image
generation, significant features from EEG signals are retrieved as images and used as the
model’s input [12]. An autoencoder (AE) is a deep learning neural network architecture
that uses unsupervised learning to learn efficient features without using labelled input.
These features, also known as latent spaces, are often lower in dimension than the original
input and are utilised to reconstruct it with high fidelity [13]. During the encoding stage,
a neural network uses a set of encoding parameters θ = {W, b} to translate the input x
to a hidden representation y = fθ(x) = s(Wx + b). Secondly, by using decoding param-
eters θ′ = {W ′, b′}, the hidden representation y is mapped to the reconstructed vector
z = gθ′(y) = s(W ′y + b′) [14].

A variational autoencoder (VAE) is a form of autoencoder that creates a probabilistic
model of the input sample and then reconstructs it using that model. As a result, VAEs can
be employed to generate synthetic data [15]. VAEs have shown a wide application with
electroencephalographic (EEG) signals [16–18]. VAEs employ convolutional processes on
input topographic maps to learn prominent high-level features that are lower in dimension,
as shown in Figure 1. These high-level features are more portable because they do not
require a large amount of digital memory to be stored. This lower level also includes useful
and prominent representations of EEG data that can be used for a variety of reasons.

Figure 1. The structure of a variational autoencoder (VAE) leverages convolutional methods on input
data that maps these data into the parameters of a probability distribution, such as the mean and the
variance of a Gaussian distribution.
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In the recent literature, the VAE has been employed for EEG data creation, augmen-
tation, denoising, and automatic feature extraction. However, little research has been
conducted into how the VAE model arrives at its conclusions.

The primary contribution of this study is to understand the significance of each latent
space component of a convolutional variational autoencoder (CNN-VAE) trained with
spatially preserved EEG topographic maps which influence the generative factors in EEG
topographic maps. This can be achieved by interpreting the disentangled representation
of a VAE by activating just one latent component at a time and setting the remaining
components to zero, because it represents the distribution’s mean. Disentangling the repre-
sentation of CNN-VAE provides meaningful visualisations that aid in understanding which
component of latent space is responsible for capturing which region of brain activation
in EEG topographic maps. The learned CNN-VAE model is assessed by computing the
SNR for actual and reconstructed EEG signals when the decoder network is trained with
all latent components. Furthermore, it is also assessed by computing the average and
channel-wise correlation values between the actual and the reconstructed signals with one
active component at a time.

The proposed approach advances in the field of explainable artificial intelligence
(XAI) by interpreting and disentangling the representation of VAE to understand the
model’s conclusion. In this study, the goal is to tackle the research problem of learning
the importance of each latent component of VAE trained with spectral topographic EEG
maps.Therefore, the research question being addressed is:

RQ: Can a convolutional variational autoencoder (CNN-VAE) trained with spectral topo-
graphic maps and interpreting its disentangled representation disclose its decision?

The rest of the work is organised as follows. Section 2 investigates related work on VAE
latent space representation and interpretation, whereas Section 3 describes an empirical
study and its methodology to answer the above research question. Section 4 presents the
experimental results and findings. Section 5 represents the discussion. Finally, Section 6
concludes the manuscript by describing the contribution to the body of knowledge and
highlighting future work directions.

2. Related Work

Traditional autoencoders (AEs) aim to learn prominent latent representations from
unlabelled input while ignoring irrelevant features. As a result, the reconstructed data will
be identical to the input data. Variational autoencoders (VAEs) were recently proposed
as an effective extension of AEs, for modelling a dataset’s probability distribution and
learning a latent space, usually of a lower dimension, without explicit supervision [19]. In
detail, this latent space is not composed of a fixed vector, but of a mixture of distributions.
A VAE allows us to encode an input x to a latent vector z = Encoder(x) ∼ q(z | x) using
an encoder network, and then use another network to decode this latent vector z back to
a shape that is as close as possible to the original input data x̄ = Decoder (z) ∼ p(x | z).
In other words, the goal is to maximise the marginal log-likelihood of each observation in
x, and the VAE reconstruction loss Lrec to the negative anticipated log-likelihood of the
observations x [19], as in the following:

Lrec = −Eq(z|x)[log p(x | z)] (1)

The performance of machine learning algorithms is often dependent on data repre-
sentation because it can entangle and disguise many explanatory aspects of variations
hidden beneath the data. VAE-based latent space analysis and decoding of EEG signals are
important since they can precisely define and determine the relevant latent features [20].
Therefore, the VAE model gives a closed-form latent space representation of the distribution
underlying the input data, which is ideal for unsupervised learning in order to understand
the significance of each latent component in terms of capturing the number of true gener-
ative factors. In order to understand the VAE’s decision, its disentangled representation
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must be interpreted and visualised. The following sub-section examines previous research
on the interpretation of latent space representations.

2.1. Interpreting the VAE Disentangling Representations

This section includes a literature review on interpreting and disentangling the latent
space of a VAE to understand its decision toward reconstruction capacity. The learned
representation must be interpreted because the latent component is simple to understand.
Therefore, the models based on latent representations, such as VAE, have recently emerged
as powerful tools in this domain since their latent space can encode crucial hidden variables
in the input data. A VAE requires the typical Gaussian distribution as a prior in the latent
space; because all codes tend to follow the same prior they frequently suffer from posterior
collapse [21]. The disentanglement is a condition of the latent space in which each latent
variable is sensitive to changes in only one feature while being insensitive to changes in
the others [13]. There are several ways to learn a disentangled latent space [13]. However,
approaches that exploit the VAE structure are of special importance to our work. The
disentangled latent variables have been applied successfully in a variety of applications,
including face recognition [22], video prediction [23], and anomaly detection [24]. Another
recent study uses VAE for anomaly detection, in which the latent space is partially disen-
tangled and interpreted, with a few latent variables capturing the majority of the feature’s
information and others encoding little information. As a result, the degree to which the
latent space representations are disentangled must be quantified [25]. The disentangled
representation of the VAE is mostly interpreted to determine the components of latent space
that influence the capture of artefacts in data. This method is based on determining the
latent variable’s out-of-order distribution (OOD). This can be accomplished by calculating
the KL divergence of the images [26]. This is the difference between the generated latent
distribution and the standard normal distribution (µ = 0, σ = 1). The researcher provides
one such definition, defining it as the degree to which a latent dimension d ∈ D in a repre-
sentation predicts a true generative component k ∈ K, with each latent dimension capturing
no more than one generative factor [27]. Therefore, manually adjusting the latent space
component of the VAE enables the user to examine how different latent values affected the
outcome of the model [28]. The researcher also illustrated how a VAE model’s latent space
might be made more explainable by utilising latent space regularisation to force some se-
lected dimensions of the latent space to map to meaningful musical qualities. Furthermore,
a user interface feedback loop is provided to allow individuals to edit the parameters of
the latent space and see the results of these changes in real time [29]. In another study, an
attribute-regularized VAE (AR-VAE) is used, which employs a new supervised training
method to generate structured latent spaces in which specified attributes are compelled to
be embedded along specific dimensions of the latent space. The resulting latent spaces are
simply interpretable and allow for the manipulation of individual properties via simple
traversals along the regularised dimensions [30].

2.2. Interpretation of Latent Space for Cluster Analysis

Disentangling representations of generative adversarial networks (GANs) for cluster-
ing analysis have been intensively investigated to address the high-dimensionality issue
associated with data. All latent components form a single large cluster, making them
difficult to use for OOD or anomaly detection [26,31]. Therefore, the interpretation of
latent space forms several smaller clusters of single latent variables if the features are inde-
pendent. Such disentangled latent variables have been successfully used in several tasks
such as face recognition [22] and anomaly detection. A new clustering approach called
disentangling latent space clustering (DLS-clustering) directly learns cluster assignments
using disentangled latent spacing without the use of extra clustering techniques. The
latent space is split into two pieces by the disentangling process: discrete one-hot latent
variables that are directly linked to categorical data and continuous latent variables that
are linked to other sources of variation, which immediately results in clusters [32,33]. The
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researchers suggest an image-clustering method based on VAEs using a Gaussian mixture
model (GMM) prior, with each component representing a cluster. The prior is learnt in
conjunction with the posterior, which in turn learns a robust latent representation, resulting
in an accurate clustering [34].

The interpretation of the VAE’s disentangling representation is commonly utilised
to improve the accuracy of classification tasks and a wide range of applications such
as face recognition, video prediction, and anomaly detection. It is also used in cluster
analysis to discover the OOD latent variable that drives the artefacts. The majority of the
disentangled representation is examined in order to identify the single OOD latent variable.
As a result, it will be useful for anomaly detection. Understanding the decision of the VAE,
on the other hand, requires knowledge of the contribution of all latent variables to the
VAE’s reconstruction capacity. Understanding the significance of each latent component
in spatially preserving EEG topographic maps via visual plausibility, clustering, and
correlation values across the architecture’s input and output remains a challenge.

3. Materials and Methods

In this study, if CNN-VAE is trained with spatially preserved EEG topographic maps,
it provides a similar SNR for actual and reconstructed EEG signals and a higher and
more positive correlation across the input and output of the architecture. Additionally,
interpretation and visualisation of the learnt latent space representation provide knowledge
of how well each latent component contributes to capturing the number of true generative
factors in EEG topographic maps via clustering and visual plausibility. The detailed design
of this research is illustrated in Figure 2, and the following sections describe its components.

Figure 2. A pipeline for spatially preserving EEG topographic map generation and interpreting the
latent space of CNN-VAE via clustering and visual plausibility. (A) The DEAP dataset was used to
build a CNN-VAE from EEG signals. (B) EEG topographic head maps of size 40× 40 generation. (C) A
CNN-VAE model is learnt for a variable by variable interpretation of the latent space. (D) Clustering
for visualising the learnt pattern from each active latent component. (E) Reconstruction of the signals
from 32 electrode coordinate values of EEG topographic maps. (F) Evaluation of the model for
reconstructed topographic maps as well as the signal.

3.1. Dataset

DEAP: The DEAP dataset was chosen because it contains multi-channel EEG record-
ings with a large number of participants and tasks. EEG data were collected from 32 persons
who watched 40 one-minute music video clips [35]. Following a 60-s music clip, each par-
ticipant was asked to rate a video. Each film was scored on a 1–9 scale for dominance,
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like/dislike, valence, familiarity, and arousal. The standard 10–20 systems were applied
with the following 32 electrode positions: ‘Fp1’, ‘AF3’, ‘F7’, ‘F3’, ‘FC1’, ‘FC5’, ‘T7’, ‘C3’,
‘CP1’, ‘CP5’, ‘P7’, ‘P3’, ‘Pz’, ‘PO3’, ‘O1’, ‘Oz’, ‘O2’, ‘PO4’, ‘P4’, ‘P8’, ‘CP6’, ‘CP2’, ‘C4’, ‘T8’,
‘FC6’, ‘FC2’, ‘F4’, ‘F8’, ‘AF4’, ‘Fp2’, ‘Fz’, ‘Cz’. Pre-processing comprised signal re-sampling
at 128 Hz and a band-pass frequency filter that operated in the 1–50 Hz range.

3.2. EEG Topographic Head Maps Generation

Raw EEG signals were used in this stage to build spatially preserving EEG topographic
maps. Before creating topographic maps, empirical tests were carried out to determine the
best size of the topographic map that preserves spatial information about brain activation.
This was performed by converting 3D to 2D polar to Cartesian coordinates and computing
Euclidian distances between each channel in 2D polar to Cartesian coordinates as well as
in 2D interpolated topographic map channel indexes. The results reveal that an image
shape of 40× 40 is the best form, with the smallest average difference between the electrode
placements of 3D to 2D polar to Cartesian coordinates and 2D topographic map channel
indexes. In addition, a 40 × 40 empty (with zeros) topographic map and a 2D edgeless
image from the channel values are constructed. Finally, this 2D map is interpolated to
produce maps of size 40× 40, as illustrated in Figure 2B.

3.3. A Convolutional Variational Autoencoder

Following the creation of the topographic maps, a convolutional variational autoen-
coder (CNN-VAE) is built with the goal of converting input data into probability distri-
bution parameters such as the mean and standard deviation of a Gaussian distribution.
The CNN-VAE of the proposed pipeline can be considered general enough to be used
in finding simpler representations of data for analysis because this method generates a
continuous, organised latent space that provides salient features of the data without losing
information [36]. The learnt latent space representation is the simple form of the data, its
visualisation and interpretation help us to understand the model’s decision. The CNN-VAE
design consists of the following elements:

• The encoder is a neural network that takes a 40× 40 tensor (as seen in Figure 2C) and
defines the approximate posterior distribution Q(Z | x), where x is the input tensor
and Z is the latent space. The network will create the mean and standard deviation
parameters of a factorised Gaussian with the latent space dimension of 25 by simply
expressing the distribution as a diagonal Gaussian. This latent space dimension is the
minimal dimension that leads to the maximum reconstruction capacity of the input
EEG images. A similar experiment has been conducted on the EEG image shape of
32× 32× 5, where the latent dimension 28 is considered as the minimal dimension
that leads to the maximum reconstruction capacity of the input and maximum utility
for classification tasks [5]. This architecture (Figure 2C) is made up of three 2D
convolutional layers, each followed by a max pooling layer to minimise the dimension
of the feature maps. In each convolutional layer, ReLU is employed as the activation
function.

• The CNN-VAE decoder is a generative network that takes a latent space Z as input
and returns the parameters for the observation’s conditional distribution P(x | Z) (as
illustrated in the right side of Figure 2C). In this experiment, there are 2 different ways
to train the decoder network. One is training it with latent space, utilising all variable
values. The other way is to train with latent space where only one variable is active
and has the latent sampled value, and all other variable values are set to zero, because
zero is the mean of the distribution for each variable in the latent space. Similarly to
the encoder network, the decoder is made up of three 2D convolutional layers, each
followed by an up-sampling layer to reconstruct the data to the shape of the original
input. In each convolutional layer, ReLU is employed as an activation function to
regularise the neural network.
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• By sampling from the latent distribution described by the encoder’s parameters, the
reparameterisation approach is utilised to provide a sample for the decoder. Because
the backpropagation method in CNN-VAE cannot flow through a random sample
node, sampling activities create a bottleneck. To remedy this, the reparameterisation
technique is used to estimate the latent space Z using the decoder parameters plus
one more, the ε parameter:

Z = µ + σ� ε (2)

where µ and σ are the mean and standard deviation of a Gaussian distribution, respec-
tively, and ε is random noise used to maintain the stochasticity of Z. The latent space
is now created using a function of µ, σ, and ε, allowing the model to backpropagate
gradients in the encoder through µ and σ while retaining stochasticity through ε.

• A loss function is used to optimise the CNN-VAEs in order to ensure that the latent
space is both continuous and complete, the same as in our previous experiment [5].
Traditional VAE employs the binary cross-entropy loss function in conjunction with
the Kullback–Leibler divergence loss, which is a measure of how two probability
distributions differ from one another [37]. In this experiment, a new type of divergence
known as maximum mean discrepancy (MMD) is introduced. The notion behind
MMD is that two distributions are similar if and only if all of their moments are the
same. As a result, KL-divergence is used to determine how “different” the moments
of two distributions, p(z) and q(z) are from one another [38]. MMD can achieve this
effectively using the kernel embedding trick:

MMD(p(z)‖q(z)) = Ep(z),p(z′)
[
k
(
z, z′

)]
+Eq(z),q(z′)

[
k
(
z, z′

)]
− (3)

2Ep(z),q(z′)
[
k
(
z, z′

)]
where k(z, z′) can be any universal kernel, such as Gaussian. A kernel can be thought
of as a function that compares the “similarity” of two samples. It has a high value
when two samples are similar and a low value when they are dissimilar.

This CNN-VAE architecture is trained using a randomly picked 70% of 200,000 data
samples from a single person, with the remaining 30% divided into validation and testing.
To avoid overfitting, an early stopping strategy with a patience value of ten epochs is used,
which indicates that training is stopped if the validation loss does not improve for ten
consecutive epochs.

3.4. Clustering for Generative Factor Analysis

As shown in Figure 2C, the decoder network is trained with all of the values in the
latent space and also trained with only one component value of the latent space, and the
remaining latent variable is set to zero to test the impact of each component on capturing
the generative factors. To examine the number of generative factors captured from each
active latent component, the reconstructed EEG topographic map from the decoder of
CNN-VAE is passed as an input to the k-means algorithm. The silhouette score is calculated
to determine how well the reconstructed EEG topographic maps cluster with other topo
maps. This score allows us to see how many clusters were created and how many patterns
were learnt from each latent component, as shown in Figure 2D.

3.5. Reconstructed EEG Signals

The reconstructed EEG topo maps produced by each latent component are converted
into EEG signals by reading only the pixel values corresponding to the 32 electrodes.
Following that, for each channel in the signal, the correlation values between the actual
and raw signals are computed. Furthermore, the average SNR for the test data is calculated
as shown in Figure 2E.
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3.6. Models Evaluation

To assess the performance of CNN-VAE, evaluation metrics must be defined. The
reconstruction capacity of CNN-VAE is considered in two stages.

3.6.1. Evaluation of Reconstructed EEG Topographic Maps

The reconstruction capacity of the learnt CNN-VAE models was assessed against
previously unseen testing data using the structural similarity index (SSIM), mean absolute
error (MAE), and mean squared error (MSE).

• SSIM: This is a perceptual metric that measures how much image quality is lost as a
result of processing, including data compression. It is an index of structural similarity
(in the real range [0, 1] between two topographic maps (images) [39]). Values close to
1 indicate that the two topographic maps are very structurally similar, whereas values
close to 0 indicate that the two images are exceptionally dissimilar and structurally
different.

• MAE: The average variance between the significant values in the dataset and the
projected values in the same dataset is defined as the mean absolute error (MAE) [40].

• MSE: This is defined as the mean (average) of the square of the difference between
the actual and reconstructed values: a lower value indicates a better fit. In this case,
the MSE involves the comparison, pixel by pixel, of the original and reconstructed
topographic maps [39].

3.6.2. Evaluation of Reconstructed EEG Signals

• Correlation coefficient: The correlation coefficient is a statistical measure of the
strength of a two-variable linear relationship. Its values might range between −1 and
1. A positive correlation is represented by a number close to 1 [41].

• Signal-to-noise ratio (SNR): An SNR is a measurement that compares the signal’s
real information to the noise in the signal. It is defined as the ratio of the signal power
to noise power in a signal [42].
The formula for calculating an SNR is

SNR = 20 log10

(
S
N

)

S =

√
∑(signal)∧2
len(signal)

N =

√
∑(noise)∧2
len(noise)

4. Results

This section presents the findings of the following empirical studies. First, investi-
gating the appropriate size for EEG topographic maps. Second, the CNN-VAE model’s
performance in terms of reconstruction capacity for topographic images and EEG signals.
Third, as indicated in Section 3.3, interpreting the disentangled representation of CNN-VAE
utilising cluster analysis and coefficient of correlation across the input and output of the
architecture.

All these empirical results help us find the impact of each VAE latent component on
capturing the generative patterns of EEG signals.

4.1. Examining the Size of the EEG Topographic Maps

Figure 3 depicts the average Euclidian distances calculated between each channel in
2D polar to Cartesian coordinates as well as in 2D interpolated topographic map channel
indexes ranging in size from 26× 26 to 64× 64. The results show that the image size
40 × 40 has the smallest average difference between electrode placements in 2D polar
to Cartesian coordinates and 2D generated topo maps channel indexes. Additionally,
increasing the image size has no effect on the average distance between the channels. These
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findings suggest that the image size of 40× 40 retained the most spatial information of the
EEG topo maps, which will be used as training data for the CNN-VAE in Section 3.3.

Figure 3. An example of average Euclidian distance computed from channel index of topographic
maps ranging in size from 26 to 64.

4.2. Reconstruction Capacity of CNN-VAE Model

Two scenarios are used to describe the CNN-VAE model’s reconstruction capabilities.
One contains reconstructed EEG topography maps, while the other has reconstructed EEG
signals. As described in Section 3.3, the decoder is trained with all latent variables as well
as with only one active latent variable at a time, with the rest of the variables retained
as zeros, because the empirical findings demonstrate that the mean of the latent space
distribution for all latent components tends to be zero, shown in Figure A1, Appendix A.
The distribution of the first four latent space components is depicted in Figure 4.

Figure 4. Distribution of the four latent spaces when one latent component is active at a time.

Table 1 shows the SSIM, MSE, MAE, and MAPE scores of the CNN-VAE models on
unseen testing data, where this model was trained on 200,000 EEG topographic images
with a latent space dimension of 25 and associated with one participant. It is feasible to
observe that when all of the components in the latent space are used as input to the decoder,
the SSIM value approaches one and the MSE, MAE, and MAPE values approach zero. This
shows that CNN-VAE is functioning well in terms of topographic image reconstruction.
Following that, the reconstructed EEG topo maps are transformed into EEG signals by
reading only the pixel values corresponding to the 32 electrodes. The results demonstrate
that all of the reconstructed signal channel data have a substantial positive correlation
with the original raw data. Figure 5 depicts the signal from the T7 and P7 channels,
as well as their correlation values with the original data’s channel values. This finding
strongly confirms that the reconstructed signals are semantically similar to the original
signal. Subsequently, the signal-to-noise ratio (SNR) for each channel of the original and
reconstructed test data is computed. The result also shows that the reconstruction capacity



Information 2023, 14, 489 10 of 19

of CNN-VAE is performing well because the SNR values are identical to each other when
the decoder is trained with all latent components, shown in Figure 6.

Figure 5. Signal from the T7 and P7 channels, as well as their correlation values with the original
data’s channel values.

Table 1. An example of the SSIM, MSE, MAE, MAPE, SNR, average correlation, and a number of
clusters generated after interpreting the latent space of a one-person-specific convolutional variational
autoencoder (CNN-VAE) on testing data.

Comp SSIM MSE MAE MAPE SNR AvgCorr Cluster

C 1-25 1.0000 0.000000103 0.00019 0.00042 0.36697883 0.994
C1 0.9969 0.0000375 0.00296 0.00484 0.108 0.107 2
C2 0.9970 0.0000369 0.00292 0.00478 0.092 0.134 3
C3 0.9969 0.0000374 0.00296 0.00484 0.107 0.119 2
C4 0.9969 0.0000376 0.00296 0.00485 1.241 0.095 3
C5 0.9973 0.0000309 0.00290 0.00474 0.114 0.267 2
C6 0.9971 0.0000341 0.00286 0.00467 0.117 0.236 2
C7 0.9970 0.0000353 0.00287 0.00470 0.096 0.283 2
C8 0.9969 0.0000373 0.00294 0.00481 0.153 0.118 2
C9 0.9969 0.0000374 0.00295 0.00482 0.112 0.14 2

C10 0.9971 0.0000352 0.00287 0.00470 0.099 0.231 2
C11 0.9969 0.0000373 0.00296 0.00483 0.103 0.116 2
C12 0.9969 0.0000376 0.00296 0.00484 0.088 0.09 2
C13 0.9971 0.0000351 0.00283 0.00463 0.11 0.278 2
C14 0.9969 0.0000377 0.00297 0.00486 0.058 0.089 2
C15 0.9974 0.0000295 0.00283 0.00463 0.115 0.294 2
C16 0.9970 0.000036 0.00285 0.00467 0.1 0.223 2
C17 0.9970 0.0000347 0.00280 0.00459 0.099 0.302 2
C18 0.9969 0.0000374 0.00296 0.00485 0.096 0.136 2
C19 0.9969 0.0000374 0.00295 0.00483 0.107 0.125 2
C20 0.9969 0.0000374 0.00295 0.00483 0.304 0.123 2
C21 0.9970 0.0000368 0.00294 0.00480 0.104 0.126 2
C22 0.9970 0.0000374 0.00296 0.00484 0.115 0.099 2
C23 0.9970 0.0000358 0.00291 0.00475 0.085 0.176 2
C24 0.9969 0.0000379 0.00298 0.00487 0.103 0.092 3
C25 0.9969 0.0000377 0.00297 0.00485 0.133 0.112 2
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Figure 6. SNR for each channel of the original and reconstructed test data.

Similar to the first scenario, the reconstruction capacity of CNN-VAE, where its decoder
network is trained only with one latent component alternatively and the remaining 24
components are set to zero, is also investigated to examine the impact of each latent variable
on generating the patterns in the EEG topo maps. The results show that each latent variable
contributes differently to capturing the generated aspects in topo maps. Furthermore, the
reconstruction capacity of CNN-VAE is evaluated using metrics such as SSIM, MSE, MAE,
and MAPE, where the SSIM value approaches one and the MSE, MAE, and MAPE values
approach zero, as shown in Table 1.

4.3. Interpreting and Visualising the Latent Space

This section describes the results obtained from interpreting the disentangled represen-
tation of CNN-VAE via visual plausibility and cluster analysis (Section 4.2). An empirical
experiment was carried out using test data, with 10 samples chosen at random to assess
the impact of each latent component in capturing the number of true generative factors in
spatially preserving EEG topographic maps. Figure 7 depicts ten images of test data and
reconstructed images with active latent space components 0 and 1, with visual plausibility
results clearly indicating that each component is learning two to three patterns from those
EEG topographic maps. To validate these findings, k-means clustering with the silhouette
visualiser is used to demonstrate the contribution of each latent component to capturing
the patterns in EEG topographic maps, which provides the exact number of generated
patterns from each active component. The results show that each component in the latent
space is responsible for generating a minimum of two patterns in the EEG topographic
maps shown in Figure 8.

Figure 7. Randomly selected 10 samples of actual and reconstructed topo maps with active compo-
nents 0 and 1 of the latent space.
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Figure 8. Cluster analysis on reconstructed test EEG topo maps generated from each latent space
active component.

Finally, the reconstructed signal generated when setting up only one latent active
component is transformed into EEG signals. In addition, 25 plots are generated to show
the correlation values for each latent component grouped with all channels, shown in
Figures A1 and A2. Similarly, 32 plots for the correlation value for each channel aggregated
with all components are generated; however, because of space constraints, only the top
25 plots for each channel are given in Appendix A, Figure A3. To make the decision of
CNN-VAE easier to understand, the critical analysis was performed by activating only one
latent component at a time. The resultant reconstruction EEG topo maps with each active
latent component are coloured blue and yellow, where blue indicates it has some value
that indicates the particular region of the brain in the topographic map is captured, and
yellow represents an image filled with zeros. With latent component 0, the findings show
that channel ‘FP1’ has a negative correlation while channel ‘AF4’ has a positive correlation
with the original data, as shown in Figure 9. According to these findings, shown in the
second row of Figure 7, and referencing with the 10–20 system of electrode placement
used to describe the location of scalp electrodes in Figure 10, it is clearly indicated that
component 0 of the latent space is less significant for acquiring left and right frontal pole in
EEG topo maps.

Figure 9. Correlation values computed between original and reconstructed signals generated with
latent space component 0.
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Figure 10. 10–20 system of electrode placement in EEG topographic maps of size 40 × 40.

5. Discussion

The results showed that when a CNN-VAE is trained with topographic maps of shape
(40, 40) comprising 1600 overall values produced from 32 electrode values, the size of the
maps can be reduced by up to 99% without losing salient information. In other words, each
person-specific VAE may learn a latent space of up to 25 means and 25 standard deviations
from a tensor of 1600 values without losing meaning, as measured by SSIM, MSE, MAE,
and MAPE, between the original and reconstructed tensors.

The interpretation of CNN-VAE disentangled representation using visual plausibility
and clustering analysis clearly shows that each component learns two to three patterns from
those EEG topographic maps. These findings support the initial hypothesis, indicating
that if CNN-VAE is trained with spatially preserved EEG topographic maps, it offers
equivalent SNR and a stronger positive correlation between the architecture’s input and
output EEG signal. Furthermore, the interpretation and visualisation of the learnt latent
space representation aid in understanding the model’s choice.

The proposed pipeline for transforming EEG signals into a spatially preserved EEG
topographic map, reconstructing EEG signals using CNN-VAE, and understanding the
importance of each component in the latent space, as designed in Figure 2, has various
advantages. To begin, convert the EEG signal into topographic maps that show the spatial
distribution of the brain’s electrical activity. This study used DEAP data to train our model
because it contains multi-channel EEG recordings with a large number of participants
and tasks with 32 channels. This pipeline may easily be applied with various numbers
of electrodes and can generate topographic maps of any size with other emotion datasets
such as SEED and DREAMER. Since our pipeline produces topographic maps of 40 × 40
with 32 channels, it can also produce maps of the same size with a larger number of
electrodes. Secondly, training CNN-VAE with EEG topographic maps yields latent space,
which is a set of prominent high-level features with a lower dimension. This bottom
dimension provides useful and salient EEG data representations that can be used to generate
synthetic EEG topographic head maps for data augmentation and employability in a variety
of classification tasks. Third, interpreting their latent space allows us to create useful
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visualisations that aid in the analysis of outcomes obtained in training a CNN-VAE with
EEG signals. Interpreting the learned latent space helps us to understand the decisions of
CNN-VAE and find the artefactual component in the CNN-VAE of latent space. Therefore,
this method can be used for any kind of anomaly detection task. Since our suggested
pipeline supports disentangled representation interpretation, it enables us to construct
the required region of the image by manually setting up the latent space component. As
a result, users can generate various images based on a single input image. The findings
obtained from this proposed pipeline can be used to gain the trust of stakeholders by
demonstrating the visual plausibility of each latent component in capturing the generative
components in EEG topographic maps.

Aside from the implications, our suggested pipeline has some constraints because hu-
man brains are complex nonlinear systems generating nonstationary nonlinear signals [10].
Therefore, generating factors from each component vary from subject to subject, as do
the number of electrodes and shape of the topographic maps employed. This pipeline
requires human intervention to analyse and interpret its latent space. In future work, the
interpretation of latent space must be performed automatically without human intervention
to analyse the data from all participants with varied numbers of channels and topographic
map sizes.

6. Conclusions

Researchers have designed and implemented different methods for interpreting the
latent space of VAE. Most of the methods are used to improve the accuracy of classification
tasks in a wide range of applications such as face recognition, video prediction, and
anomaly detection. In most of the studies, its latent space interpretation is used to detect
only the OOD latent variable for cluster analysis. However, understanding the decision
of VAE requires investigating the significance of each latent component in the model’s
decision. Therefore, interpreting its latent space via visual plausibility and clustering
remains inadequate. The purpose of this study was to address this research challenge.
An experiment has been conducted using an existing EEG dataset (DEAP) to understand
the importance of each latent component of person-specific VAE. A CNN-VAE decoder
network was trained with alternately one active latent component and the remaining
components were set to zero because the mean value is close to zero in the distribution
learnt from each latent component. Reconstructed EEG images generated from each
latent active component were used as an input to k-means clustering to understand the
number of generating factors learnt from each component. In addition, average and
channel-wise correlation values with each component were computed to understand which
component was responsible for activating which part of the brain. The results show that
each component contributes differently to capturing and generating aspects in topographic
maps, which are visualised using clustering techniques. Hence, this pipeline can be used to
generate any size of EEG topo maps with any number of channels. This proposed pipeline
is tested on only one participant’s data. However, generating factors from each component
may vary from participant to participant, as well as the number of electrodes and shape of
the topographic maps employed. Future studies will include the automatic interpretation
of the CNN-VAE latent space without human intervention to support the EEG data from
all participants with varied numbers of channels and topographic map sizes. In addition,
performing the interpretation of its latent representation reduces the artefacts by setting
the specific component of the CNN-VAE latent space. Furthermore, a complete pipeline
will be designed, which will automatically reduce the number of artefacts in EEG signals.
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EEG Electroencephalography
AE Autoencoder
VAE Varaiational autoencoder
CNN-VAE Convolutional variational autoencoder
SNR Signal-to-noise ratio
XAI Explainable artificial intelligence
SVHN Street-view house number
AR Attribute-regularized
GAN Generative adversarial network
DLS Disentangling latent space
GMM Gaussian mixture model
MMD Maximum mean discrepancy
SSIM Structural similarity
MSE Mean squared error
MAE Mean absolute error
MAPE Mean absolute percentage error

Appendix A

Figure A1. Cont.
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Figure A1. Distribution of all latent spaces when one latent component is active at a time.

Figure A2. Correlation values between the original and reconstructed signal generated from each
latent active component grouped with all channels.
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Figure A3. Correlation values between the original and reconstructed signal for each channel grouped
with all latent components.
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