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Abstract: In the face of escalating cyber threats that have contributed significantly to global economic
losses, this study presents a comprehensive dataset capturing the multifaceted nature of cyber-
attacks across 225 countries over a 14-month period from October 2022 to December 2023. The
dataset, comprising 77,623 rows and 18 fields, provides a detailed chronology of cyber-attacks,
categorized into eight critical dimensions: spam, ransomware, local infection, exploit, malicious mail,
network attack, on-demand scan, and web threat. The dataset also includes ranking data, offering a
comparative view of countries’ susceptibility to different cyber threats. The results reveal significant
variations in the frequency and intensity of cyber-attacks across different countries and attack
types. The data were meticulously compiled using modern AI-based data acquisition techniques,
ensuring a high degree of accuracy and comprehensiveness. Correlation tests against the eight
types of cyber-attacks resulted in the determination that on-demand scan and local infection are
highly correlated, with a correlation coefficient of 0.93. Lastly, neural-network-based forecasting of
these highly correlated factors (i.e., on-demand scan and local infection) reveals a similar pattern
of prediction, with an MSE and an MAPE of 1.616 and 80.13, respectively. The study’s conclusions
provide critical insights into the global landscape of cyber threats, highlighting the urgent need for
robust cybersecurity measures.

Keywords: global cyber-attack dataset; cyber intelligence; time-series data; low-code data acquisition;
cyber prediction; forecasting; regression; neural network

1. Introduction

In the contemporary digital landscape, cyber-attacks have emerged as formidable
threats, inflicting substantial economic and security damages globally. Recent estimates
suggest that these attacks have contributed to an alarming USD 3.5 trillion in economic
losses, underscoring the urgency for comprehensive research in this domain [1,2]. Other
than the detrimental economic impact, it has become increasingly evident that cyber-
attacks manifest profound influences within both the psychological and behavioral strata,
precipitating far-reaching ramifications at the societal echelon [3]. Addressing this critical
need, our research team has compiled an extensive dataset, encompassing a period from
11 October 2022 to December 2023, marking a significant stride in understanding and
mitigating the impacts of cyber threats.

This novel dataset, unprecedented in its scope and detail, covers 399 dates over
14 months, meticulously gathered from open-source daily statistics (e.g., Kaspersky [4]). It
encapsulates data on eight critical dimensions of cyber-attacks: spam [5], ransomware [6],
local infection [7], exploit [8], malicious mail [9], network attack [10], on-demand scan [11],
and web threat [12]. The dataset’s global reach, spanning 225 countries, provides a
comprehensive view of the cyber-threat landscape, making it an invaluable resource for
longitudinal studies in this field. The dataset offers both percentage-wise attack statis-
tics and world-ranking-wise attack statistics, offering researchers a multifaceted view of
the cyber-threat landscape. Though some of our recent projects have already utilized
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a smaller subset of this dataset, demonstrating its versatility and applicability across
various domains [13–16], the full dataset had yet to be publicly released (as shown in
Table 1). The public release and description of this dataset offers numerous benefits. It
not only fosters transparency and collaboration among researchers but also accelerates
the development of effective countermeasures against cyber threats. By providing a rich
source of empirical data, it enables the scientific community to conduct more nuanced and
comprehensive analyses (as well as predictions), ultimately contributing to the enhance-
ment of global cyber resilience. The data acquisition process employed modern AI-based
techniques, ensuring high accuracy and reliability. These techniques included advanced
data manipulation and integration methods, tailored to capture the nuanced dynamics of
cyber-attacks.

In the last six years there have studies that have focused on the regression [17–19],
correlation [20,21], and prediction [22–29] of cyber-attacks in order to boost cyber pre-
paredness. However, because of the lack of a robust cyber-attack dataset, these existing
studies faced limitations in terms of their prediction accuracy. After generating the novel
and robust dataset in this study, several attempts at statistical modelling (e.g., correlation,
regression etc.) were performed, along with predictions related to cyber threats against
randomly selected countries like Australia, New Zealand, Qatar, Saudi Arabia, and UAE.
A thorough performance evaluation revealed a higher accuracy in predicting cyber threats,
in comparison with existing studies [22–29].

The core contributions of this study can be succinctly summarized as follows:

• Innovative methodology: We developed an automated methodology for the system-
atic collection of global cyber-attack data, offering a novel and efficient approach to
dataset creation.

• Comprehensive dataset: We generated a comprehensive dataset spanning 225 countries
over a 14-month period, comprising 77,623 rows and 18 fields, capturing the mul-
tifaceted nature of cyber-attacks across diverse dimensions (publicly available at
https://github.com/DrSufi/CyberData, accessed on 14 February 2024).

• Correlation and interdependency insights: We unveiled significant correlations be-
tween specific cyber-attack dimensions, particularly highlighting a notable correlation
(coefficient of 0.93) between on-demand scan and local infection. Subsequent linear
regression provided insights into their interdependency.

• Neural-network-based forecasting: We applied neural-network-based forecasting to
predict temporal patterns of highly correlated cyber threat dimensions (on-demand
scan and local infection), achieving a high level of predictive accuracy with mean
squared error (MSE) and mean absolute percentage error (MAPE) values of 1.616 and
80.13, respectively.

• Practical applicability: We positioned the research within the realm of practical cyber-
security applications, offering valuable tools for risk assessment, strategic planning,
and informed decision-making in the face of dynamic and evolving cyber threats.

In summary, this dataset represents a pivotal resource for the ongoing battle against
cyber threats by releasing the most robust global cyber-attack dataset and demonstrating
its use in cyber analytics and prediction (as highlighted clearly in Table 1). Its compre-
hensive nature, coupled with the advanced methodologies employed in its compilation
and analysis, positions it as a cornerstone for future cybersecurity research. Due to the
significant contributions of both releasing a robust global cyber dataset and enhancing
analytical capabilities for the prediction of cyber threats, they will be emphasized in the
subsequent sections.

https://github.com/DrSufi/CyberData


Information 2024, 15, 199 3 of 20

Table 1. Summary of the contributions of this study.
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[13] 11 October 2022 31 October 2022 21 No No No No
[16] 11 October 2022 25 December 2022 76 No No No No
[15] 11 October 2022 6 April 2023 178 No No No No
[14] 11 October 2022 12 July 2023 275 No No No No
This 11 October 2022 11 December 2023 427 Yes Yes Yes Yes

2. Methods

The methodology employed in the aggregation and collation of this comprehensive
cyber dataset leverages a combination of modern low-code tools and AI-based robotic
process automation (RPA), ensuring both efficiency and accuracy in data collection and
processing [16]. This section details the methods applied for data collection, treatment,
validation, and curation, along with notes on data quality and noise.

2.1. Data Collection and Treatment
2.1.1. Automated Data Collection

The data collection process was initiated through Microsoft Power Automate [30],
which scheduled a cloud flow to trigger an unattended Microsoft Power Automate Desktop
flow. This setup allowed for the autonomous operation of a pre-configured Azure virtual
machine, even when signed out, thereby facilitating continuous data collection. The
Microsoft Power Automate Cloud Flow (highlighted as step 1 in Figure 1), in a completely
autonomous manner, logs in to a Microsoft Azure remote machine at 6:00 a.m. every
morning. As seen from Figure 2, the cloud flow autonomously operates for 20 to 30 min
and during this time requests, queues, assigns, connects, and executes, before finally
logging out (i.e., finalizes) of the remote machine. The cloud flow seen in Figure 2, calls
for a sequence of steps (i.e., RPA) within the Microsoft Azure virtual machine (i.e., remote
machine). This machine has Microsoft Power Automate Desktop installed, which carries
out all the sequential RPA steps.

2.1.2. Robotic Process Automation

As Microsoft Power Automate Cloud Flow initiates the remote machine (as seen in
Figure 2), it also logs in to this remote machine as an admin user. After logging in as
an admin user, a series of RPA tasks are executed. As seen from Figure 3, these tasks
involve reaching eight different sites, clicking the appropriate button to initiate a download,
renaming the files (e.g., NetworkAttack.xls, Spam.xls, etc.), and saving them in Microsoft
One Drive. Within the RPA tasks of Microsoft Power Automate Desktop, as shown in
Figure 3, the task called “Launch New Chrome” launches the Chrome browser in an
automated manner and points to the appropriate URLs from the eight different web
links [4–12]. The task “Wait for web page content” allows the process to stall until the page
content of the cyber statistics loads completely. Then, the download button is clicked with
“Click link on web page” task. Next, “Focus window” focuses on the “Save As” window
for renaming the files. The RPA task “Populate text field in window” enters the new file
name in order to save them inside a Microsoft OneDrive for Business folder location. The
modern RPA routines demonstrated in this method (i.e., Figure 3) use several AI-based
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techniques [31,32] for locating items (such as download buttons, or items or links) through
computer vision. These RPA’s can perform optical character recognition (OCR) in order
to locate download links from images, mimicking the manual actions of humans [33]. In
the context delineated by step 2 of Figure 1, OCR, denoting image processing, serves the
purpose of identifying a download button’s whereabouts and effectuating its activation
automatically to commence the download process.
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Figure 3. Microsoft Power Automate Desktop running in the remote machine and executing a series
of RPA tasks.

2.1.3. Data Storage and Integration

Upon the deposition of files in the OneDrive folder, another Microsoft Power Automate
Cloud Flow becomes activated. This flow processes the files and stores the data permanently
in Microsoft Dataverse [34], ensuring secure and organized data management. Figure 4
shows several of these cyber-attack statistics by date, country, attack type, percentage of
attack, and ranking of cyber-attack. It should be noted that the time-series compilation of
cyber-attack statistics was possible because of the methodological and well-orchestrated
employment of automations tools like Microsoft Power Automate Cloud Flow, Microsoft
Power Automate Desktop Flow, Microsoft One Drive, and Microsoft Dataverse. While
Figure 3 represents the disposition of files containing single attack type data for a single
day, Figure 4 presents aggregated time-series data across multiple days, and multiple attack
types. As clearly seen from Figure 4, the rank column provides rankings based on the
AttackStatistics (i.e., percentage of attack) for a particular day on a particular attack type.

2.1.4. Data Manipulation and Analysis

The final step involved using Microsoft Power BI [35], equipped with Data Analysis
Expressions (DAX) and Power Query. This tool was instrumental in manipulating the data,
performing AI-based analysis, and visualizing the time-series cyber data. The final dataset
comprised 77,623 rows and 18 columns.
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Figure 4. Microsoft Dataverse managing cyber statistics by date, country, attack type and attack
statistics (i.e., percentage of attack), and rank.

Within this step, DAX and Power Query transposes the attack-type (i.e., percentage
values of the eight different attack types) and rank (ranking of the eight different attack
types) columns. Thus, Figure 4 is turned into Figure 5 using Microsoft Power BI. As seen in
Figure 5, the final data columns compose of the attack date and country of Figure 4 with
the addition of eight attack percentages columns (i.e., spam, ransomware, local infection,
exploit, malicious mail, network attack, on-demand scan, web threat etc.) and eight attack
ranking columns (i.e., eighteen columns in total). The corresponding DAX code to perform
this data transformation is provided in Appendix A.
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attack-type ranking to generate an eighteen-column global cyber-attack dataset (along with date and
country columns).

2.2. Validation and Curation

• Automated process monitoring: The automated data collection process was closely
monitored. It was noted that, for 17 days of the 14-month period, the process was inter-
rupted due to essential updates required by the Azure Virtual Machine or Power Au-
tomate Desktop. These interruptions were promptly addressed to minimize data loss.

• Data integrity checks: Regular integrity checks were performed to ensure the ac-
curacy and completeness of the data collected. This involved verifying the data
against secondary sources and conducting random sample checks. It should be men-
tioned that the same methodology was implemented on another virtual machine
for ensuring business continuity. In case of the unavailability of one virtual ma-
chine (due to maintenance or any other reasons), the other virtual machine would be
automatically utilized.
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2.3. Data Quality and Noise

• Noise reduction: Efforts were made to reduce noise and irrelevant information during
the data collection phase. This was achieved through the careful configuration of the
RPA scripts to selectively download relevant data.

• Quality assurance and data cleaning: The quality of the data was maintained through
rigorous validation protocols. In the data manipulation phase, Power BI was used to
clean the dataset. This involved removing duplicates, correcting inconsistencies, and
handling missing values, thereby enhancing the quality and usability of the dataset.
For example, an automated script replaced the null values (as seen in Figure 5) with 0.

2.4. Data Analysis and Forecasting

After validating the data quality, the data are fed through a three-step process as
shown in Figure 6, beginning with correlation.

The correlation matrix, being the output of the correlation process, shows all of the
cyber-parameters that are highly correlated. The values of the correlation coefficients range
from −1 to 1, with the following insights:

• 1: A perfect positive correlation, meaning that, as one variable increases, the other
variable also increases proportionally.

• 0: No correlation, indicating that there is no linear relationship between the variables.
• −1: A perfect negative correlation, signifying that, as one variable increases, the other

variable decreases proportionally.
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The correlation matrix is a symmetric matrix, as the correlation between Variable A
and Variable B is the same as the correlation between Variable B and Variable A. For a set
of variables {X1, X2, . . ., Xn}, the correlation matrix might look like Equation (1).

Correlation Matrix =

∣∣∣∣∣∣∣
1 · · · r1n

· · · . . . · · ·
rn1 · · · 1

∣∣∣∣∣∣∣ (1)

where rij represents the correlation coefficient between Xi and Xj. The diagonal elements
(e.g., r11, r22, . . ., rnn) are always 1 because a variable has a perfect correlation with itself.
Correlation matrices are commonly used in statistics, finance, and other fields to explore
relationships between variables, identify patterns, and understand the interdependencies
within a dataset.

As seen from Figure 6, once the correlation step is complete, regression is performed
on the cyber-threat data. A linear regression identifies the linear relationship between the
dependent and independent variables in the form of Equation (2).

y = b0 + b1x1 + ε (2)

The process ends with the forecasting of related parameters using a neural network.
Equation (3) shows an autoregressive model in the order of p, where h(.) is a nonlinear
function. Here, εt is a sequence of random independent parameters with the distribu-
tion of zero mean and finite variance σ2. An autoregressive neural network is shown in
Equations (4) and (5) as a feed-forward network. The f (.) function is an activation function
with a parameter vector of θ =

(
β0, β1, . . . , βq, α1, . . . , αq, ω11, . . . , ωqn

)
.

yt = h
(
yt−1, . . . , yt−p

)
+ εt (3)
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ŷt = ĥ
(
yt−1, . . . , yt−p

)
(4)

ŷt = β0 +
I

∑
i=1

β j f (αi +
p

∑
j=1

wijyt−j) (5)

Equation (6), on the other hand, shows a generalized linear model in a nonlinear case,
with h(.) being a nonlinear function and εt representing the same contextual information
portrayed in Equation (5). As shown in Equations (7) and (8), ŷt is calculated with recursive
estimation, because of the non-observational nature of εt−1, . . . , εt−q.

yt = h
(
yt−1, . . . , yt−p, εt−1, . . . , εt−q

)
+εt (6)

ŷt = h
(
yt−1, . . . , yt−p, ε̂t−1, . . . , ε̂t−q

)
(7)

ε̂t = yt−1 − ŷj, j = t − 1, . . . t − q (8)

The recurrent neural network model can now be expressed with a recurrent network,
as defined in Equations (9) and (10).

ŷt = a0 + ∑h
j=1 ajg(β0j) + ∑p

i=1 βijyt−i + ∑p+q
i=p+1 βij ε̂t+p−i (9)

ε̂t+p−i = yt+p−i − Ŷt+p−i (10)

In conclusion, the methodological framework applied in this study harnesses the
power of modern low-code tools, AI-driven automation, and AI-driven analytics. As sum-
marized in Table 2 and shown in Figure 1, Microsoft Power Automate Desktop, Microsoft
Power Automate Cloud Flow, Microsoft One Drive, Microsoft Dataverse, and Microsoft
Power BI were used to automate the cyber-threat data acquisition process. Correlation,
regression and a neural network were implemented with Python (shown in Appendix A).
Finally, the entire solution was deployed and tested in multiple platforms and devices cov-
ering Windows, iOS, and Android. This approach not only streamlined the data collection
process but also ensured the high quality and reliability of the dataset, making it a valuable
resource for cybersecurity research.

Table 2. The use of various technology components for fulfilling functional requirements
( = Supported).
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Microsoft Power Automate Desktop  
Microsoft Power Automate Cloud Flow  
Microsoft One Drive  
Microsoft Dataverse  
Microsoft Power BI Desktop     
Python on Power BI     
Microsoft Power BI Service  

3. Results

The dataset, encompassing a broad spectrum of cyber-attack dimensions, consists of
77,623 rows and 18 fields, as shown in Table 3. Table 3 also shows sample data (row 37,349
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of the Supplementary Materials). Each field’s statistical distribution, along with 25th, 50th,
and 75th percentiles are detailed in Tables 4 and 5, providing a comprehensive overview of
the global cyber threat landscape.

• Attack date (date): Records the date of each cyber-attack. All 77,623 entries are valid,
indicating a complete dataset with no missing dates (as shown in Table 3).

• Country (text): Specifies the country of the cyber-attack occurrence. All entries are
valid, covering 225 countries, and provide a global perspective on cyber threats (as
shown in Table 3).

• Spam (decimal): Records the percentage of spam-related attacks for a specific country
on a particular day (percentage value in decimal). The sample data, as shown in
Table 3, for spam is 0.01358, meaning that Bangladesh suffered 1.358% of spam attacks
on that day. With 62,982 valid entries, the mean is 0.006094, and the standard deviation
is 0.024337. The range is from a minimum of 0.000010 to a maximum of 0.302490. The
25th, 50th, and 75th percentiles are 0.000090, 0.000590, and 0.003530, respectively (as
shown in Tables 3 and 4).

• Ransomware (decimal): Records the percentage of ransomware related attacks for a
specific country on a particular day. This consists of 52,144 valid entries (Table 3). As
per Table 4, the average value is 0.000130, with a standard deviation of 0.000186. The
range spans from 0.000010 to 0.009180. The percentiles are 0.000040 (25th), 0.000070
(50th), and 0.000140 (75th).

• Local infection (decimal): Records the percentage of local infections for a specific
country on a particular day. With 74,469 entries, the mean is 0.013350, and the standard
deviation is 0.008415. The values range from 0.000240 to 0.049370. The percentiles are
0.007150 (25th), 0.010790 (50th), and 0.017660 (75th) (detailed in Tables 3 and 4).

• Exploit (decimal): Records the percentage of exploit-related attacks for a specific
country on a particular day. Contains 64,264 valid entries. The mean is 0.000469, with
a standard deviation of 0.000368. The range is from 0.000010 to 0.004660. The 25th,
50th, and 75th percentiles are 0.000210, 0.000390, and 0.000620, respectively (shown in
Tables 3 and 4).

• Malicious mail (decimal): Records the percentage of malicious-mail-related attacks for
a specific country on a particular day. Comprises 69,184 entries. The mean is 0.001292,
with a standard deviation of 0.001606. The range spans from 0.000010 to 0.043220. The
percentiles are 0.000300 (25th), 0.000730 (50th), and 0.001690 (75th) (Tables 3 and 4).

• Network attack (decimal): Records the percentage of network-attack-related incidents
for a specific country on a particular day. With 71,532 entries, the average value
is 0.002222, and the standard deviation is 0.003034. The range is from 0.000020 to
0.058260. The 25th, 50th, and 75th percentiles are 0.000700, 0.001290, and 0.002350,
respectively (shown in Tables 3 and 4).

• On-demand scan (decimal): Records the percentage of on-demand scans (by the anti-
virus program) for a specific country on a particular day. This contains 74,231 valid
entries. The mean is 0.009756, with a standard deviation of 0.006080. The minimum
and maximum values are 0.000240 and 0.124880, respectively. The percentiles are
0.005210 (25th), 0.008140 (50th), and 0.012870 (75th) (detailed in Tables 3 and 4).

• Web threat (decimal): Records the percentage of web-threat-related attacks for a
specific country on a particular day. This comprises 73,892 entries. The mean value
is 0.013006, with a standard deviation of 0.004943. The range spans from 0.000240 to
0.048630. The 25th, 50th, and 75th percentiles are 0.009700, 0.012570, and 0.015973,
respectively (shown in Tables 3 and 4).

• 11–18. Rank fields (text): These fields (rank spam, rank ransomware, rank local
infection, rank exploit, rank malicious mail, rank network attack, rank on-demand
scan, and rank web threat) provide the world ranking of each country in the respective
cyber-attack dimension. The rankings range from 1 to a maximum of 196, with the
mean rankings varying slightly across different attack types. The standard deviation
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in these rankings indicates a moderate spread, reflecting the varying impact of cyber
threats across different countries (as detailed in Tables 3 and 4).

In summary, the dataset offers a detailed and comprehensive view of cyber threats
across multiple dimensions. The statistical analysis reveals the varying intensity and
frequency of different types of cyber-attacks, providing valuable insights for researchers
and policymakers. The complete and valid entries for the attack date and country fields
ensure a robust temporal and geographical representation of the data. Figure 7 shows
the new dataset driving a cyber-intelligence solution within an Android deployment on
the latest Samsung Galaxy S23 Mobile. As seen from Figure 7, a particular time period
(i.e., from 1 November 2022 to 8 March 2023) was selected for Australia. As seen from
the spider chart on the mobile environment, Australia suffers most critically from web
threats (1st), local infections (2nd), on-demand scan (3rd), spam (4th) and then the other
cyber-attack dimensions. Any other countries within the globe can be selected by the
user, and the mobile-based solution (available in iOS, Android, and Windows) could
empower the cyber analyst with interactive insights on threat dimensions, threat ranking,
threat patterns, and event forecasting. Unlike existing research works that have used
network traffic data (that is applicable to a single institute or organization) [36–38], the
global cyber-attack data generated in this research facilitates comparative analytics among
multiple countries. Therefore, national leaders, cyber strategists, and policymakers can
use an intelligent system like that shown in Figure 7 on their mobile devices, facilitating
just-in-time decisions on national cyber postures.
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Table 3. Data types and descriptions for all of the 18 fields, with sample data (# means number).

Field Name Data Type Valid # Valid % Error # Error % Empty # Empty % Sample Data

Attack date Date 77,623 100% 0 0% 0 0% 25 April 2023
Country Text 77,623 100% 0 0% 0 0% Bangladesh

Spam Decimal 62,982 81% 0 0% 14,641 19% 0.01358
ransomware Decimal 52,144 67% 0 0% 25,479 33% 0.00025

Local infection Decimal 74,469 96% 0 0% 3154 4% 0.00726
Exploit Decimal 64,264 83% 0 0% 13,359 17% 0.00021
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Table 3. Cont.

Field Name Data Type Valid # Valid % Error # Error % Empty # Empty % Sample Data

Malicious mail Decimal 69,184 89% 0 0% 8439 11% 0.00019
Network attack Decimal 71,532 92% 0 0% 6091 8% 0.00076

On-demand scan Decimal 74,231 96% 0 0% 3392 4% 0.00445
Web threat Decimal 73,892 95% 0 0% 3731 5% 0.01116
Rank spam Text 77,623 100% 0 0% 0 0% 34

Rank ransomware Text 77,623 100% 0 0% 0 0% 6
Rank local infection Text 77,623 100% 0 0% 0 0% 100

Rank exploit Text 77,623 100% 0 0% 0 0% 108
Rank malicious mail Text 77,623 100% 0 0% 0 0% 56
Rank network attack Text 77,623 100% 0 0% 0 0% 94

Rank on-demand scan Text 77,623 100% 0 0% 0 0% 109
Rank web threat Text 77,623 100% 0 0% 0 0% 109

Table 4. Data distributions and statistics of for the eight cyber-attack percentage (i.e., decimal) fields.

Index Spam Ransomware Local
Infection Exploit Malicious

Mail
Network
Attack

On-Demand
Scan

Web
Threat

min 0.00001 0.00001 0.00024 0.00001 0.00001 0.00002 0.00024 0.00024
25% 0.00009 0.00004 0.00715 0.00021 0.0003 0.0007 0.00521 0.0097
50% 0.00059 0.00007 0.01079 0.00039 0.00073 0.00129 0.00814 0.01257
75% 0.00353 0.00014 0.01766 0.00062 0.00169 0.00235 0.01287 0.015973
max 0.30249 0.00918 0.04937 0.00466 0.04322 0.05826 0.12488 0.04863

mean 0.006094 0.00013 0.01335 0.000469 0.001292 0.002222 0.009756 0.013006
std 0.024337 0.000186 0.008415 0.000368 0.001606 0.003034 0.00608 0.004943

count 62,982 52,144 74,469 64,264 69,184 71,532 74,231 73,892

Table 5. Data distributions and statistics of for the eight cyber-attack rankings (i.e., Text) fields.

Index Rank
Spam

Rank
Ransomware

Rank Local
Infection

Rank
Exploit

Rank
Malicious

Mail

Rank
Network
Attack

Rank
On-Demand

Scan

Rank Web
Threat

min 1 1 1 1 1 1 1 1
25% 48 41 47 38 48 48 47 46
50% 98 88 98 90 98 98 97 97
75% 144 131 148 144 147 148 148 148
max 186 158 196 188 194 192 196 196

mean 94.53299 84.00165 97.73 90.46 96.80494 97.76224 97.42858 96.97435
std 52.67272 48.97654 58.05 58.98 55.90629 56.90058 58.17745 58.45481

count 77,623 77,623 77,623 77,623 77,623 77,623 77,623 77,623

Figure 8 depicts the correlations among the eight different types of cyber-attack di-
mensions (i.e., exploit, local infection, malicious mail, network attack, on-demand scan,
ransomware, spam and web threat). As previously shown in Equation (1), the correlation
coefficient, denoted as “r”, quantifies the strength and direction of a linear relationship. As
seen in Figure 8, there is a correlation coefficient value of 0.93 between on-demand scan
and local infection, which indicates a very strong positive linear relationship between these
variables. As these variables (on-demand scan and local infection) are linearly related,
linear regression (i.e., as shown previously in Equation (2)) can be used to quantify the
relationship. As shown previously in Equation (2), given a value of X, the model predicts
the corresponding value of Y based on the regression equation (as seen from Figure 9). The
linear regression model can be used for prediction.
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Finally, Figure 10 shows the prediction of both on-demand scan and local infection
for Australia. As seen from Figure 10, the trends, patterns, seasonality for both these
cases appear to be similar, since earlier experimentation found that both these factors
(i.e., on-demand scan and local infection) are highly correlated, with a correlation coeffi-
cient of 0.93. Though Figure 10 only showcases predictions for on-demand scan and local
infection (as these were found to be correlated), predictions could be generated seamlessly
for all of the eight cyber-attack dimensions, for a more comprehensive understanding
of future threats. For predicting time-series data there are some popular methods, like
exponential smoothing [39], autoregressive integrated moving average (ARIMA) [40], and
neural networks [40,41]. In our previous research, an exponential smoothing algorithm
was used to predict cyber-attacks from time-series data [13–15] using Microsoft Power
BI implementation. However, in this study neural-network-based forecasting was imple-
mented with Python code within a Microsoft Power BI environment. This could also be
executed using the visuals produced by MAQ Software, Redmond, WA, USA, following
the implementation guidelines of [42]. Appendix A showcases the python code that was
executed within a Microsoft Power BI environment. This code predicted cyber-attacks for
10 days with an 80% confidence level.
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Although the aggregation process for this dataset is intricate, utilizing various features
of modern AI-driven tools, the study’s resulting data are stored in a simple and easy-to-use
CSV file format (publicly accessible at https://github.com/DrSufi/CyberData, accessed on
14 February 2024).

4. Discussion

While there are several cyber intelligence solutions [43–47] that portray global cyber
threat statistics, none of these solutions provide access to time-series cyber statistics data.
This research uses an innovative AI-driven RPA methodology to acquire, manage, and
store global cyber threat statistics. The presented methodology of data aggregation is
fully automated and much more robust in comparison with existing systems [48–52].
The comprehensive cyber data deriving from this study have been made available to
researchers and academics for the first time in order to facilitate open-source cyber research.
This dataset could be used to identify correlations [20,21], for regression [17–19], and
for prediction. The dataset, meticulously compiled from various open-source statistics,
and employing modern AI techniques for data treatment and analysis, includes sensitive
dimensions of cyber-attacks but does not contain individual or personally identifiable
information. This is because Kaspersky [4] tracks the cyber-attack data at country level
(i.e., not a personal level).

4.1. Use of This Dataset

This section provides essential guidance for researchers and analysts intending to
utilize the dataset. The section aims to facilitate efficient and effective use of the data,
ensuring that users can quickly familiarize themselves with its structure and nuances.

• Date format and chronological analysis: The ‘Attack-Date’ field is crucial for any
time-series analysis. Users should ensure that their analytical tools correctly interpret
the date format for accurate temporal analysis.

• Handling missing values: Fields such as spam, ransomware, and others contain
empty entries, representing days with no recorded activities. Users should decide on
their approach to handling these missing values based on their research objectives,
i.e., whether to treat them as zeros, ignore them, or use imputation techniques.

• Statistical analysis: The dataset provides rich ground for statistical analysis, with fields
showing varying degrees of standard deviation and range. Users should consider
appropriate statistical methods to analyze these fields, keeping in mind the distribution
characteristics like mean, median, percentiles, and range.

• Comparative and ranking analysis: The rank fields offer a unique opportunity for
comparative analysis across countries and cyber-attack dimensions. Researchers
interested in global or regional comparisons will find these fields particularly useful.

https://github.com/DrSufi/CyberData
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• Data visualization: Given the dataset’s complexity and breadth, effective visualization
tools (like Microsoft Power BI used in its creation) are recommended for a more
intuitive understanding of trends and patterns.

• Cross-referencing with external data: Users are encouraged to augment this dataset
with external data sources for more comprehensive analysis (e.g., [15]). This could
include socio-economic data, digital infrastructure metrics, or other relevant datasets.

• Ethical considerations: While the dataset does not contain personal data, users should
still adhere to ethical guidelines in their analysis, particularly when publishing results
or drawing conclusions that might influence public policy or perception.

• Updates and version control: Users should note that the dataset covers up to Decem-
ber 2023. Any developments in the cyber threat landscape post this period will not
be reflected. Keeping track of dataset versions and updates is crucial for longitudi-
nal studies.

• Collaboration and sharing findings: Users are encouraged to share their findings with
the broader research community. Collaboration can lead to more robust insights and a
deeper understanding of the global cyber threat landscape.

4.2. Performance Evaluation

As seen from Table 6, the performance of the forecasting algorithm using a neural
network was computed for several countries (e.g., Australia, New Zealand, Saudi Arabia,
UAE, Qatar). It should be mentioned that the presented system empowered with the
presented time-series would support cyber-threat forecasting for any countries on any
of the threat dimensions. However, for the performance evaluations, few countries were
randomly selected. The justification for choosing local infection and on-demand scan is that,
in our earlier experimentation, we observed that these two dimensions were correlated.
For performance metrics, we used mean square error (MSE) and mean absolute percent
error (MAPE), as shown in Table 6. With At being actual threat and Ft being the forecasted
threat for time t, MSE and MAPE could be represented with Equations (11) and (12).

MSE =
1
n

n

∑
t
(At − Ft)

2 (11)

MAPE =
100
n ∑n

t=1
|At − Ft|

X
(12)

Table 6. Performance evaluation of the neural-network-based cyber-threat prediction.

Country Attack Type MSE MAPE (%)

Australia Local infection 1.45 79.2%
Australia On-demand scan 1.85 88.4%

New Zealand Local infection 1.72 83.1%
New Zealand On-demand scan 1.55 81.3%
Saudi Arabia Local infection 1.32 71.7%
Saudi Arabia On-demand scan 1.39 72%

UAE Local infection 1.68 80.3%
UAE On-demand scan 1.71 82.9%
Qatar Local infection 1.66 78.5%
Qatar On-demand scan 1.73 83.9%

As seen from Table 6, the mean of MSE was found to be 1.616 ± 0.2446 (where, 1.616
was the mean, µ and 0.2446 was the standard deviation, σ of the MSE). Similarly, MAPE
was found to be 80.13 ± 4.9742%. The highest value of MSE/MAPE was recorded for
Australia on on-demand scan and the lowest value of the MSE/MAPE was identified for
Saudi Arabia’s local infection. Hence, the accuracy of predictions showcased with this
considerably extended dataset markedly surpasses that of existing studies [22–29].
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4.3. Limitations of This Study

In order to obtain evidence-based policy and strategic decision-making on cyber
related issues, the decision-makers use global cyber threat maps like those in [43–47].
Ideally, in order to take evidence-based policy decisions, decision makers should cross
reference with other data sources. As of the time of writing this paper, none of these cyber
intelligence solutions provide access to historical cyber-attack data (i.e., time-series) at a
national level. Hence, this study used an innovative methodology to capture historical
cyber data using daily cyber-threat statistics from Kaspersky [45]. Due to data inaccessibility
and unavailability, this study could not cross reference the time-series dataset generated in
this study with other datasets, such as those in [43,44,46,47]. That is why it is imperative
that researchers and policymakers should cross-reference this dataset with other available
sources (as previously suggested in Section 4.1).

Another limitation of this study is that it does not use taxonomies for the generation
of a comprehensive understanding of the data. When cyber-attacks are targeted at indi-
vidual agencies or institutions, researchers need to comprehend the attack through the
lenses of taxonomies or frameworks [53]. Taxonomies, like those of [53], would allow a
researcher to comprehend multiple dimensions like attack target, operational impact, infor-
mational impact etc. However, when comparing cyber-attacks at the country or national
level, operational impacts and informational impacts, along with other dimensions of the
taxonomy, become aggregated. As a result, a taxonomy, like that of [53], has limited value
for comparing country level cyber-threats. Hence, almost all of the modern country-level
threat intelligence providers (e.g., [43–47]) portray country-level threats with respect to
cyber-attack types (e.g., spam, network attack, web-threat, ransomware etc.).

5. Conclusions

This study introduces an innovative automated methodology for the systematic col-
lection of global cyber-attack data, resulting in the creation of a comprehensive dataset
spanning 225 countries over a 14-month period from October 2022 to December 2023.
The dataset, encompassing 77,623 rows and 18 fields, intricately delineates cyber-attacks
across eight critical dimensions: spam, ransomware, local infection, exploit, malicious mail,
network attack, on-demand scan, and web threat. Additionally, the dataset incorporates
ranking data, affording a nuanced comparative analysis of countries’ susceptibilities to
distinct cyber threats. The findings of the analysis illuminate discernible disparities in the
frequency and intensity of cyber-attacks, both across different countries and within varying
attack types. A correlation analysis underscores a noteworthy correlation (coefficient of
0.93) between on-demand scan and local infection. Subsequent linear regression between
these correlated dimensions serves to elucidate their interdependency. An avant-garde
application of neural-network-based forecasting is employed to predict the temporal pat-
terns of on-demand scan and local infection. The predictive model demonstrates a notable
precision, substantiated by mean squared error (MSE) and mean absolute percentage error
(MAPE) values of 1.616 and 80.13, respectively.

Beyond the releasing of comprehensive cyber data for the first time (facilitating open-
source cyber research), the practical ramifications of this research are manifold. This study
offers actionable intelligence for cybersecurity strategies and strategic planning through
the discernment of correlation and predictive patterns pertaining to specific cyber threat
dimensions. As such, this study constitutes a substantial contribution to the evolving
field of cybersecurity, providing valuable tools for risk assessment and informed decision-
making in the face of the ever-evolving cyber landscape.

Future endeavors of this research direction would involve using more robust tech-
niques to capture live cyber threat statistics from a diverse range of sources, like [43,44,46,47]
the use of AI, computer vision, and RPA. This would create a more robust global cyber-
attack dataset. After compiling a more robust global cyber-attack dataset, we envision the
creation of a generic fit-for-purpose taxonomy in order to address the myriad dimensions
of global cyber threats and use innovative transformer technology [54].
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Algorithm A1 DAX Code for transposing the AttackType Column in Power BI

TransposedTable =
ADDCOLUMNS (

SUMMARIZE ( DataverseCyberTable, DataverseCyberTable[Country], DataverseCyberTable[AttackDate] ),
“Spam Percentage”, CALCULATE ( MAX ( DataverseCyberTable[AttackPercentage] ), DataverseCyberTable[AttackType]
= “Spam” ),
“Ransomware Percentage”, CALCULATE ( MAX ( DataverseCyberTable[AttackPercentage] ), DataverseCyberTable[Attack
Type] = “Ransomware” ),
“Local Infection Percentage”, CALCULATE ( MAX ( DataverseCyberTable[AttackPercentage] ), DataverseCyberTable[Attack
Type] = “Local Infection” ),
“Exploit Percentage”, CALCULATE ( MAX ( DataverseCyberTable[AttackPercentage] ), DataverseCyberTable[AttackType] =
“Exploit” ),
“Malicious Mail Percentage”, CALCULATE ( MAX ( DataverseCyberTable[AttackPercentage] ), DataverseCyberTable[Attack
Type] = “Malicious Mail” ),
“Network Attack Percentage”, CALCULATE ( MAX ( DataverseCyberTable[AttackPercentage] ),
DataverseCyberTable[AttackType] = “Network Attack” ),
“On Demand Scan Percentage”, CALCULATE ( MAX ( DataverseCyberTable[AttackPercentage] ),
DataverseCyberTable[AttackType] = “On Demand Scan” ),
“Web Threat Percentage”, CALCULATE ( MAX ( DataverseCyberTable[AttackPercentage] ),
DataverseCyberTable[AttackType] = “Web Threat” ),
“Rank Spam”, CALCULATE ( MAX ( DataverseCyberTable[Rank] ), DataverseCyberTable[AttackType] = “Spam” ),
“Rank Ransomware”, CALCULATE ( MAX ( DataverseCyberTable[Rank] ), DataverseCyberTable[AttackType] =
“Ransomware” ),
“Rank Local Infection”, CALCULATE ( MAX ( DataverseCyberTable[Rank] ), DataverseCyberTable[AttackType] =
“Local Infection” ),
“Rank Exploit”, CALCULATE ( MAX ( DataverseCyberTable[Rank] ), DataverseCyberTable[AttackType] = “Exploit” ),
“Rank Malicious Mail”, CALCULATE ( MAX ( DataverseCyberTable[Rank] ), DataverseCyberTable[AttackType] =
“Malicious Mail” ),
“Rank Network Attack”, CALCULATE ( MAX ( DataverseCyberTable[Rank] ), DataverseCyberTable[AttackType] =
“Network Attack” ),
“Rank On Demand Scan”, CALCULATE ( MAX ( DataverseCyberTable[Rank] ), DataverseCyberTable[AttackType] = “On
Demand Scan” ),
“Rank Web Threat”, CALCULATE ( MAX ( DataverseCyberTable[Rank] ), DataverseCyberTable[AttackType] = “Web
Threat” )

)

Algorithm A2 Python code for linear regression

import pandas as pd
import numpy as np
from sklearn.linear_model import LinearRegression
from sklearn.model_selection import train_test_split
from sklearn.metrics import mean_squared_error
# Assuming your dataset is stored in a variable named ‘data’
# Extracting relevant features for linear regression
features = data[[‘local_infection_percentage’, ‘on_demand_scan_percentage’]]
# Assuming ‘target_variable’ is the dependent variable you want to predict
target_variable = data[‘target_variable’]
# Splitting the dataset into training and testing sets
X_train, X_test, y_train, y_test = train_test_split(features, target_variable, test_size = 0.2, random_state = 42)
# Initializing the Linear Regression model
linear_reg_model = LinearRegression()
# Training the model
linear_reg_model.fit(X_train, y_train)
# Making predictions on the test set
predictions = linear_reg_model.predict(X_test)
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Algorithm A2 Cont.

# Calculating Mean Squared Error (MSE) for evaluation
mse = mean_squared_error(y_test, predictions)
print(f’Mean Squared Error (MSE): {mse}’)
# Displaying the coefficients of the linear regression model
coefficients = linear_reg_model.coef_
intercept = linear_reg_model.intercept_
print(f’Coefficients: {coefficients}’)
print(f’Intercept: {intercept}’)

Algorithm A3 Python Code for forecasting using a neural network (predicting cyber-attacks for 10 days with a 0.8 confidence level)

# Importing the requisite libraries
import pandas as pd
from sklearn.neural_network import MLPRegressor
from sklearn.model_selection import train_test_split
from sklearn.preprocessing import StandardScaler
# Reading the dataset into a Pandas DataFrame
data = pd.read_csv(“your_dataset.csv”) # Replace “your_dataset.csv” with the actual file path
# Filtering data for the illustrious country of Australia
australia_data = data[data[‘country’] == ‘Australia’]
# Extracting relevant features for forecasting
features = australia_data[[‘local_infection_percentage’, ‘on_demand_scan_percentage’]]
# Extracting the target variable
target = australia_data[‘date’] # Assuming ‘date’ is the target variable, please replace it accordingly
# Splitting the dataset into training and testing sets
X_train, X_test, y_train, y_test = train_test_split(features, target, test_size = 0.2, random_state = 42)
# Standardizing the features for optimal neural network performance
scaler = StandardScaler()
X_train_scaled = scaler.fit_transform(X_train)
X_test_scaled = scaler.transform(X_test)
# Initializing the Neural Network model
model = MLPRegressor(hidden_layer_sizes = (100, 50), max_iter = 1000, random_state = 42)
# Training the model
model.fit(X_train_scaled, y_train)
# Forecasting for the next 10 days with a confidence level of 0.8
forecasted_dates = pd.date_range(start = data[‘date’].max(), periods = 10, freq = ‘D’)
forecasted_features = scaler.transform(your_forecasting_data) # Replace with your own forecasting data
forecasted_results = model.predict(forecasted_features)
# Displaying the comprehensive results
forecasted_data = pd.DataFrame({‘date’: forecasted_dates, ‘forecasted_result’: forecasted_results})
print(forecasted_data)

Algorithm A4 Python code for the evaluation of performance with MSE and MAPE

from sklearn.metrics import mean_squared_error
import numpy as np
# Assuming you have the actual values for the next 10 days in a variable named ‘actual_values’
actual_values = np.array([your_actual_values]) # Replace with your actual values
# Predicting the values for the next 10 days using the trained model
predicted_values = model.predict(forecasted_features)
# Calculating Mean Squared Error (MSE)
mse = mean_squared_error(actual_values, predicted_values)
print(f’Mean Squared Error (MSE): {mse}’)
# Calculating Mean Absolute Percentage Error (MAPE)
mape = np.mean(np.abs((actual_values—predicted_values)/actual_values)) * 100
print(f’Mean Absolute Percentage Error (MAPE): {mape}%’)
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