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Abstract: Social media networks provide an aggregation of news and content, allowing users to share
and discuss topics of greatest interest to them. Users can enrich the news by providing context and
opinions that are useful to other users. Understanding topics of interest sheds light on the collective
thinking of a group of individuals and offers important insights for exploring a given field. Among
the fields of interest on social media networks, finance stands out. Automatically identifying and
organizing the main issues that users discuss can be useful for multiple purposes, e.g., identifying the
preferred types of loans could be useful for refining targeted advertising. Our work aims to identify
and organize the topics discussed on a social media network that are related to the financial sector.
For this, we propose an approach that consists of analyzing posts from Reddit communities oriented
to finance. First, posts were gathered and cleaned to remove punctuation, links, and images. Then,
textual similarity was computed to match posts with classes from dedicated ontologies designed for
the financial sector. Finally, the populated ontology was analyzed to identify clusters of concepts.
The results showed that the proposed approach and corresponding tool can summarize topics from a
large number of Reddit posts using the identified classes. Over 70% of posts were linked to ontologies
when considering both posts and comments, which shows that the automatic support given to posts
related to financial concepts had a high degree of success.

Keywords: social media; finance; ontology; data integration; data analysis; classification

1. Introduction

The last decade has witnessed a profound transformation in communication, largely
due to the emergence of social networks. Digital platforms have greatly changed human
interactions globally and on a systemic level, impacting various aspects of life such as per-
sonal, work, social, educational, and political domains. Previously controlled by traditional
media and agencies, the flow of information and knowledge is now accessible to the entire
population, allowing anyone to publish content or express opinions.

In this context, tools for analyzing social media are incredibly useful. In fact, they
provide valuable insights and actionable data that businesses can leverage to improve their
efficiency and drive business growth in today’s digital landscape. Social media analysis
involves the use of various techniques to extract insights, trends, and patterns from social
media data [1–4]. Text mining and Natural Language Processing (NLP) techniques are
used to analyze textual data from social media posts, comments, and messages. This
includes tasks such as sentiment analysis, topic modeling, named entity recognition, and
keyword extraction. Sentiment analysis involves determining the sentiment or emotional
tone expressed in social media content. This technique classifies text as positive, negative,
or neutral, enabling businesses to understand customer sentiment toward their brand,
products, or services [5]. Topic modeling techniques, such as Latent Dirichlet Allocation
(LDA) [6,7] or Non-Negative Matrix Factorization (NMF) [8,9], are used to identify latent
topics or themes in social media discussions. This helps businesses understand the main
topics of conversation and emerging trends within their industry or target audience.
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The use of an ontology enhances the efficiency of analyzing and retrieving unstruc-
tured content in social media data [10,11] and in the medical realm [12,13]. An ontology can
enrich the semantics of unstructured text by providing specific conceptual representations
of entities, thus improving the accuracy of concept identification [14,15]. Interpreting
relations in social media data based on a dataset-specific ontology leads to the effective
discovery of inherent relationships between entities [16]. Potential applications include
improving the relevance of data retrieved from user profiles on social network websites or
developing semantic search engines. However, the effective use of an ontology requires
a considerable initial investment due to the development of an accurate domain-specific
ontology. This has, in the past, limited the use of ontologies in social media analysis.

In this paper, we present an original approach to implementing automatic topic
extraction from social media posts, based on the use of a consolidated and well-known
financial domain ontology. This will result in the ability to automatically group social
media posts based on the topics they actually cover. Specifically, in this work, we present an
approach to identify interest groups within the Reddit community (Reddit APIs allowed us
to perform automatic data extraction). Our approach consists of analyzing posts created by
various Reddit users within the same subreddit tag, which are linked to financial subjects.
Starting from these posts, interest groups are identified through a correlation process,
deriving affinity relations with concepts defined in a well-known and widely adopted
domain-specific financial ontology.

The automatic linking of posts with ontology classes could be of assistance to financial
advisors in various ways: (i) selecting posts by accessing one (or more) ontology concepts;
(ii) finding posts that are related to each other by an ontology concept; (iii) representing
many posts using a smaller number of ontology concepts; (iv) summarizing and highlight-
ing important aspects of posts connected to an ontology concept; and (v) quickly identifying
the most important concepts that users are interested in by looking at the number of posts
for each concept. Then, accordingly, financial advisors could read a selection of related
posts and possibly propose financial services that may be of interest to users.

This paper is structured as follows. Section 2 offers an overview of the works carried
out in the literature. Section 3 presents the key concepts, i.e., the ontologies and external
sources used. Section 4 explains our approach. Section 5 presents the results of our analysis.
Finally, Section 6 presents the conclusions.

2. Related Works

The state of the art in ontology used for analyzing social media content is character-
ized by a multidisciplinary approach that integrates ontological knowledge with machine
learning, NLP, and domain-specific expertise to extract actionable insights and unlock
the full potential of social media data [1–3,17–19]. Ontology integration into the anal-
ysis process enhances the efficiency of retrieving unstructured content in social media
data [10,11]. Ontologies enrich the semantics of unstructured data by providing specific
conceptual representations of entities, thus improving the accuracy of concept identifica-
tion [14,15]. Interpreting relations in social media data based on a dataset-specific ontology
leads to the effective discovery of inherent relationships between entities [16]. Potential
applications include improving the relevance of retrieved information on social networking
websites based on user profiles and domain understanding or developing semantic search
engines. However, the effective use of ontology requires a considerable investment in
developing an accurate domain-specific ontology, which, in the past, has limited its use in
social media analysis.

Recent works on ontology-based analysis of social media data have focused on several
key areas. Alt et al. proposed an approach to increase the efficiency of defining ontologies
by automatically extracting knowledge from existing enterprise application systems [20].
Wongthongtham et al. proposed an ontology-based approach focused on extracting the
semantics of textual data at the entity level and domain level, using Twitter as a social
channel for the concept of proof [14]. An ontological model was presented by Moshkin for
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the unification of data profiles of different social networks, avoiding data redundancy and
including contextual information in annotations to ontology relations [21].

A semantic approach employing a generic and intelligent framework was proposed
by El Kassiri et al. in [22] to respond to different analytical needs applicable to online social
network data, leveraging ontologies’ inference potential. Moreover, machine learning
and deep learning methods have been used for feature engineering in social media data
analysis, with a focus on an ontological view of the data to represent knowledge in a
more understandable form [23]. The use of ontologies in social media data analysis was
emphasized as crucial by El Kassiri [24] to support interoperability and data aggregation
in social media. He developed a unified semantic model using standard social ontologies,
which can be extended to support future social media.

Other very interesting strategies for text analysis and text clustering include those
based on complex networks and graph theory, such as those described in [25,26]. Graph
clustering techniques surely merit more attention and could be used in our future work to
cluster ideas, also using community detection.

However, key challenges in this area still exist. Some major examples include improv-
ing the efficiency of ontology-based sentiment analysis for social data or leveraging entity
extraction and concept mappings for accurate concept identification, serving as a dictionary
for analyzing unstructured social media content [14].

While existing works have provided valuable insights into various aspects of ontology-
based analysis in the context of social media, none of them have directly addressed ontology-
based automatic classification of social media posts in the financial domain, despite it being
a major topic of interest in social interactions today for many social network users.

3. Background
3.1. The Financial Industry Business Ontology

The Financial Industry Business Ontology (FIBO) is the global standard ontology for
efficient and unambiguous financial services [27]. FIBO (https://spec.edmcouncil.org/
fibo last accessed 28 February 2024) contains semantic links between financial concepts,
describing their meanings, and is intended for practical use in the real world. In particular,
FIBO describes basic concepts used in the financial world, such as legal entities and financial
processes [28]. In practice, FIBO is not a single ontology but rather a set of ontologies
divided into modules and submodules. The modules include the following areas:

1. Foundations (https://spec.edmcouncil.org/fibo/ontology/FND/MetadataFND/F
NDDomain last accessed 28 February 2024) contains ontologies belonging to the
Foundations (FND) domain, which define general-purpose concepts required to
support other FIBO domains. These include concepts and relationships about people,
organizations, places, and, most importantly, contracts essential to domains such as
Business Entities (BE), Financial Business and Commerce (FBC), Indices and Indicators
(IND), and Securities (SEC). It organizes the knowledge of 66 ontologies.

2. Business Process (https://spec.edmcouncil.org/fibo/ontology/BP/MetadataBP/B
PDomain last accessed 28 February 2024) contains ontologies belonging to the Business
Process (BP) domain, which define financial process flows, such as securities issuance
and transaction workflows. In the case of securities issuance process models, these are
provided to represent reference data concepts dependent on the process by which a
security was issued. Transaction process semantics provide the basis for the temporal
dimension of securities and derivatives transactions. It organizes the knowledge of
11 ontologies.

3. Indices and Indicators (https://spec.edmcouncil.org/fibo/ontology/IND/MetadataI
ND/INDDomain last accessed 28 February 2024) contains ontologies belonging to the
FIBO Indices and Indicators (IND) domain. This domain covers market indices and
reference rates, including economic indicators, foreign exchange, interest rates, and
other benchmarks. The ontologies cover quoted interest rates, economic measures
such as employment rates, and quoted indices required to support baskets of securities,

https://spec.edmcouncil.org/fibo
https://spec.edmcouncil.org/fibo
https://spec.edmcouncil.org/fibo/ontology/FND/MetadataFND/FNDDomain
https://spec.edmcouncil.org/fibo/ontology/FND/MetadataFND/FNDDomain
https://spec.edmcouncil.org/fibo/ontology/BP/MetadataBP/BPDomain
https://spec.edmcouncil.org/fibo/ontology/BP/MetadataBP/BPDomain
https://spec.edmcouncil.org/fibo/ontology/IND/MetadataIND/INDDomain
https://spec.edmcouncil.org/fibo/ontology/IND/MetadataIND/INDDomain
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including specific kinds of securities in share indices or bond indices, as well as credit
indices. It is constituted by 20 ontologies.

4. Derivatives (https://spec.edmcouncil.org/fibo/ontology/DER/MetadataDER/DER
Domain last accessed 28 February 2024) contain ontologies belonging to the Deriva-
tives (DER) domain. This domain covers many of the concepts common to derivative
instruments, including but not limited to options, futures, forwards, swaps, and a
wide range of other derivatives. It includes the knowledge of 24 ontologies.

3.2. The R/Wallstreetbets Community

Reddit is a popular medium for exchanging ideas and communicating about various
fields. Due to the large number of topics, Reddit is made up of thousands of smaller
communities, referred to as subreddits. Several communities related to the financial field
have been created on Reddit. As of February 2024, the largest subreddits dedicated to
investing or trading were r/wallstreetbets (13.5 million subscribers), r/stocks (5.1 million),
and r/investing (2.1 million) [29]. The r/wallstreetbets (www.reddit.com/r/wallstreetbets/
last accessed 28 February 2024) community is widely used by different types of users
because, although purely financial, the community overcomes the barriers caused by
financial jargon, i.e., users familiar with the jargon explain ideas to the masses in simpler
terms. In this paper, we processed posts extracted from the r/wallstreetbets community since
it is the largest currently available source of Reddit post data. However, the proposed
approach is general and can be applied to any set of posts, any community, or any group of
communities. There are no particular selection criteria for the posts that can be processed,
other than removing any personal information and skipping posts with images as the main
content. The whole set of posts used to test this work is still available on Reddit as of today
and has been made publicly available as a shared .cvs file (https://github.com/amcalvagn
a/REDDIT-Source-Data, accessed on 30 March 2024).

4. Proposed Approach

In our proposed approach, the text written in the posts is analyzed to determine their
possible associations with the concepts expressed in FIBO, a set of ontologies dedicated
to the financial field. The aim is to automatically identify and summarize the recurrent
financial concepts that are of interest to the users. Figure 1 gives an overview of the
approach. The following processing steps are performed to organize text from posts. The
association between posts and concepts is the result of step 3, whereas the summarization
of recurrent concepts used in posts is the result of step 4.

Figure 1. Overview of the proposed approach.

https://spec.edmcouncil.org/fibo/ontology/DER/MetadataDER/DERDomain
https://spec.edmcouncil.org/fibo/ontology/DER/MetadataDER/DERDomain
www.reddit.com/r/wallstreetbets/
https://github.com/amcalvagna/REDDIT-Source-Data
https://github.com/amcalvagna/REDDIT-Source-Data
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The steps performed were as follows:

1. Using the APIs provided by the Reddit platform, the text in the posts of the selected
subreddits was gathered.

2. The ontologies in FIBO were parsed to extract the names of the financial concepts
represented in them as classes.

3. The text from the Reddit posts was cleaned (essentially to remove punctuation), and
then the degree of connection between each post and a financial concept present in
the FIBO ontologies was computed.

4. Posts that were connected to some FIBO classes were further analyzed to identify
potential clusters, which could be determined by concepts represented in the FIBO
ontologies appearing together frequently across the posts.

These steps are described in the following section.

4.1. Reddit Data Extraction

Reddit offers the possibility to read posts for free and for research purposes. The
Python community provided the PRAW package (https://pypi.org/project/praw/ last
accessed 28 February 2024), an acronym for Python Reddit API Wrapper, that allows
simple access to the Reddit API. To use the package, the user needs credentials for a script-
type OAuth application, which are provided after registering on the Reddit platform and
creating a project (https://www.reddit.com/dev/api/ last accessed 28 February 2024).
We implemented a getAPI(x,y) method that returns a list of posts, where x is a subreddit
and y is the number of desired posts. This method calls the given openConnection()
method, which uses four parameters necessary for connection with Reddit and provided
by the Reddit system when registering the project: username, password, client_id, and
client_secret. A relevant snippet of code for the getAPI() method is presented in Listing 1.

Listing 1. Pseudo code for the getAPI algorithm.

1 def getAPI(subreddit_name, num):
2 reddit = openConnection()
3 subreddit = reddit.subreddit(subreddit_name)
4 posts = subreddit.new(limit=number)
5 return posts

From the list of posts returned, for each post, the following parts were extracted:

• URI: unique identifier of the post.
• Title: identifies the main topic of the post in a brief and concise manner.
• Subtitle: provides a more detailed descriptive text of the topic.
• Comments: discussions written by other users.

All posts gathered were from the r/wallstreetbets community.

4.2. FIBO Parsing and Data Extraction

In general, ontologies consist of connected concepts that form a tree, where the root
represents the most generic concept and the leaves represent more specific concepts. There-
fore, for each ontology, the list of classes (concepts) was obtained, and for each class, the
following parts were collected:

• URI: unique identifier of the concept.
• Label: name identifying the concept.
• List of superclasses: list of more generic concept URIs.

Apache Jena is a free and open-source Java framework for building semantic web
and linked data applications, and it has proven valuable for developing systems working
with ontologies [30,31]. Apache Jena was used to read and navigate the ontologies and

https://pypi.org/project/praw/
https://www.reddit.com/dev/api/
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retrieve all the class labels in them. The implemented getAllClassesByURI(String uri)
method analyzed an ontology defined by the URI parameter. The Apache Jena framework
downloaded the ontology and identified the list of classes in it. For each class (concept), the
name of the class, the definition property, and the closest connected classes were obtained
by exploring the ontology tree.

A snippet of code for the getAllClassesByURI() method is presented in Listing 2.

Listing 2. Pseudo code for the getAllClassesByURI method.

1 procedure getAllClassesByURI(String uri){
2 OntModel model = ModelFactory.createOntologyModel(OntModelSpec.OWL_DL_MEM);
3 model.read(uri);
4 for each ontology class in the model do {
5 filter out all the class terms in its description note and
6 find and collect the classes one level up over them in the ontology
7 add these to the set of collected class labels
8 }
9 return the whole set of class labels

10 }

All the ontologies of the macro-areas listed in Section 3.1 were extracted: FND, BP,
and DER. Each ontology contained a list of IRIs associated with it. For example, within
FND, there is an ontology designed for Contracts available from the IRI FND/Agree-
ments/Contracts.rdf and an ontology designed for Jurisdiction available from the IRI
FND/Law/Jurisdiction.rdf (each IRI is preceded by a path, which is the same for all the
above, i.e., https://spec.edmcouncil.org/fibo/ontology/ last accessed 28 February 2024).

4.3. Connecting Text from Posts to FIBO Classes

Posts extracted from Reddit were analyzed to determine the degree of affinity with
ontological concepts. First, the text gathered from the posts (comprising title, subtitle, and
comments) was cleaned by deleting punctuation and some textual parts deemed useless,
such as round and square brackets and the text within them. Punctuation is unnecessary
for matching words, hence it was removed. The text found within brackets, which was
removed, often contained web links, which are not useful for matching words. Second,
each concept expressed in the ontologies, that is, the label of a class, was compared with the
text of the posts. For this comparison, the number of words obtained from the sentences in
posts was adjusted to match the number of words that constituted a label in the ontologies,
while varying the starting point in the sentences to allow for all possible comparisons
with labels.

The metric used to compare strings was the Hamming distance [32]. The Hamming
distance for two strings of equal length was computed as the number of positions in which
the corresponding symbols were different, given by the number of substitutions needed
to convert one string to the other. For example, a pair of words with a Hamming distance
equal to 0 or 1 were considered similar. This means they could have had a similar meaning
even though small variations occurred, such as for love and lover. If the distance was
equal to 0, the words or group of words were identical; if the distance was equal to 1, they
differed by one character and could be combined, e.g., price and its plural prices. Pseudo
code for this string distance computation is shown in Listing 3.

Listing 3. Pseudo code for the Hamming distance computation method.

1 def distance_hamming(chain1, chain2):
2 if abs(len(chain2) - len(chain1)) <= 1:
3 return sum(c1 != c2 for c1, c2 in zip(chain1, chain2))

https://spec.edmcouncil.org/fibo/ontology/
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4.4. Clustering Concepts and Posts

For each class of the FIBO ontologies associated with some posts, the closest hier-
archy of the class was identified by carrying out a bottom-up navigation of the tree, by
determining the father, called a superclass; grandfather (father of the superclass); and
great-grandfather (father of the grandfather). This hierarchy was composed of the three
levels of the tree, with each level connecting one class (concept) with another among the
closest classes (another concept). Using this hierarchy, concept clusters were created, where
all related classes had a common ancestor class.

The searchAllChildren() method, whose pseudo code is shown in Listing 4, was
implemented to analyze all the classes that were associated with a post and shared a
common ancestor. Parameter list_classes is a dictionary that was built to contain the classes
that belonged to the same ontology and had associations with posts.

Listing 4. Pseudo code for the searchAllChildren method.

1 def searchAllChildren(uri, list_classes):
2 list_children = []
3 for element in list_classes:
4 if uri in element:
5 list_children.append(element)
6 return list_children

The ontological classes within a cluster represented well-described concepts in the
ontology. Each class, by construction, was associated with posts. Thus, by analyzing
the concepts in a cluster, it was possible to determine the areas of interest of the users
who submitted the posts. For example, as shown in more detail in the following section,
one cluster identified people and included classes such as organization member, issuer,
owner, partner in a partnership, shareholder, etc. Another cluster included classes such as
ownership, control, possession, affiliation, beneficiary, and other similar relationships.

4.5. Note on the Accuracy and Methodology

The proposed fully automated approach for organizing posts on Reddit is novel. No
previous dataset exists that provides ground truth for organizing a dataset into ontology
concepts. Curating a dataset that provides ground truth could be a contribution in itself.
For this, one would need deep knowledge of the ontology to tell concepts apart and an
understanding of the posts. Of course, it would take a considerable amount of time to
manually analyze thousands of posts. Importantly, it should be noted that we do not use
semantic groups to create a hard partitioning of the posts, that is, we do not aim to identify
neatly separate clusters of posts. Based on the proposed process, it is pointless to try to
assess categorization accuracy as it does not involve a classical classification task. That
is, it is not intended to determine post-data self-similarity and divide them into distinct
categories based on complex criteria. Instead, the identification and population of semantic
groups, along with their association with related posts, are based on string pattern matching.
We determine semantic categories by matching post contents exactly with ontology entries.
Then, we process the posts to find their connections with each of these semantic groups,
again using string matching. As a consequence, it is common for a post to be associated
with not just one but multiple semantic groups. This is not a processing step that can
introduce imprecision, since it yields only deterministic boolean outcomes: either a term is
used in a post or is not, and thus a relation exists or does not. Moreover, if several possible
connections of posts to classes could be considered correct, given the similarity of concepts
expressed in some classes and the ambiguity/vagueness of some posts, we have addressed
the possible ambiguity of posts by searching the context of words when such words have
several meanings, before attempting a connection to an ontology class. The semantic groups
themselves thus become a tool for indexing, navigating, searching, or summarizing the
considered set of posts, extending beyond their original community affiliations.
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These ontological groups are not designed to partition the post into disjoint clusters
but to organize them in possibly partially overlapping clusters, each with a well-defined
semantic tagging coherent with the current social media content.

5. Results and Discussion

In this section, we present the results of our analysis of posts extracted from the Reddit
platform and connected to FIBO ontologies. Table 1 shows a small sample of posts with
titles, subtitles, and the associated labels from the ontologies. Among all the posts gathered
from Reddit (over 4500) and the r/wallstreetbets community, 2700 distinct posts were
retained since they contained text in the titles and subtitles (posts with only a title and a
picture were not considered). The FIBO ontologies used were those found in the FND, BP,
and DER macro-areas.

First, we formed a collection of posts, each containing a title and a subtitle. The
connections of these posts to the labels from the ontologies were searched, and then clusters
for classes with connections were created. This first experiment was called Test 1. Second,
we formed a collection of posts, each containing a title, a subtitle, and some comments.
Then, the connections of these posts to the labels from the ontologies were determined, and
clusters were created (similar to before). This second experiment was called Test 2.

Table 1. Each row shows the title of a post, its subtitle, and the list of ontology labels found for it.

Post Title Post Subtitle Labels

We’ve seen
your picks

for 2024
stocks, what
about which

ones are
going to
be flat?

In general, making money off movement with calls and puts is good, but I also really appreciate
bets on prices ending up level. Personally I think SPX could end flat in 2024, or marginal movement
either way, so I plan on trading a SPY butterfly for EOY 2024. Products that I could see ending the
year flat in 2024 are: metals like gold and silver, PYPL (sorry), ETSY, and C. I’m thinking 2024 will
make an “M” shape. Optimism on rate cuts, rate cuts happen but it’s buy the rumor sell the fact,
then more optimism, followed by a reality check. Credentials: none. Love regards. Positions: long
term hold on SPY shares like everyone else, nothing else in anything else mentioned, but I trade
metals frequently and trade active stocks.

price, trader,
trade

100 Years of
Gold vs.
Stocks

Companies are a representation of human ingenuity and productivity that you can own. Com-
panies can evolve from a few people working out of a garage to international businesses with
manufacturing. intellectual property. and dare I say precious metal reserves .. Generally human
ingenuity is better to invest in than a rock. Even if that rock is way better than holding cash. ..
Imagine trying to flee a failing country with $1 million of gold vs. $1 million of crypto. Imagine if
we solve nuclear reactions to create gold. Imagine if we get good at asteroid mining.

country,
precious

metal, repre-
sentation

Unity3d laid
off 1/3 of its
employees
realizing it
invalidated

all its
contracts

Users don’t even have to pay anymore. Bankruptcy future? I broke the news on /r/wallstreetbets
about Unity floundering as soon as they mistepped. and as you can see many disagreed with me
... or just dumb automatic scripts taking in losses ... ZombieGorrila an official Unity employee
brought up religion as a reason to ban me when I never mentioned anything religious. Unity3d is a
ship of Thesus and could be salvaged with proper management. but I don t bank on it... Unity looks
like a good sell. an astute and knowledgeable short seller might make money if they make sure to:
A: let the dust settle if the efficiency layoffs make sure it didn t stop the bleeding and B: Immediately
buy back IF A BIG PLAYER SWOOPS IN... He just made terrible mistakes in leadership. culture.
and maintaining a product people loved and still do... give Unity the right to change aspects of the
contract... BUT they would never invalidate the original contract over this.. source on the breach
of contract thing?. Unless you are a lawyer that literally writes terms of services contracts ... Can
anyone else confirm whether the breach of contract is actually making them lose money or not. This
guy is schizo and all his unity puts is going to zero.. What were the terms in the contracts you think
they are breaking?

script,
employee,
contract,

good, seller,
product,

right, bank,
future,
broke.

Using the collection formed in Test 1, labels from ontologies were associated with
approximately 1200 posts. In this case, the cluster consisting of the highest number of
labels contained 20 labels, whereas the cluster connecting the highest number of posts
contained 432 posts. From the collection formed in Test 2, labels were associated with
approximately 1700 posts. In this case, the cluster consisting of the highest number of labels
contained 25 labels, whereas the cluster connected to the highest number of posts contained
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1508 posts. Table 2 shows a small sample of clusters, indicating the representative label
for each cluster, a description of the label, the number of labels within the cluster, and the
number of connected posts.

Some words were used in the posts with a different meaning than the ontological labels.
For example, good, future, and holding have very different meanings in the two sources
(posts and ontological labels). Therefore, we listed common words that have several
meanings, and we filtered out these words when looking for a connection between posts
and ontological labels to avoid false positives.

Figure 2 shows an example of a cluster identified in the ontology FND/Transaction-
sExt/MarketTransactions.rdf. The cluster is illustrated using a tree structure. The root node
of the tree (the box on the left) shows the URI label of a class (in capital letters within the
box) along with its definition (words in the box below the label). This root node is inherited
by other URIs (in the center). The yellow node is a node that is inherited by other nodes (on
the right). Each node shown is connected to posts obtained from Reddit. For each node, the
number of posts connected to each ontology class is shown within round brackets beside
the label.

Table 2. Each row represents a cluster comprising a cluster identifier, a significant class (label), the
description of the significant class, the number of labels within the cluster, and the number of posts
connected to the cluster.

Cluster First Label Description Labels Posts

1 party-in-role Relative concept that ties a person or organization to a specific role they stand in. 20 166
2 agent-in-role Relative concept that ties an agent to a part they play in a given situational context. 16 151
3 thing-in-role Relative concept that ties something to a part it plays in a given situational context. 14 217
4 situation Setting, state of being, or relationship that is relatively stable for some period of time. 8 227
5 independent party Any person or organization. 7 30

Figure 2. A sample cluster of classes showing the main class on the left, its URI, and the inherited
classes with the number of connected posts.

Table 3 shows some results obtained from both tests. The two results highlighted in
bold in Table 3 refer to the Monetary Amount label, which is both a label and an identified
cluster. Although the cluster identified in the two tests was the same, as defined by
its constituting classes, the number of connected posts differed. There were 222 posts
connected in the first test, and 897 posts connected in the second test. This was due to the
fact that Test 2 included a higher number of posts, including those with comments.
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Table 3. Some clusters resulting from both tests, the number of connected posts, and the constitut-
ing labels.

Test Main Label Posts Constituting Labels

1 Scalar Quantity Value 1058 price, fee, balance, interest, constant, income, variable
1 Document 390 notice, record, report, catalog, publication, license, certificate, passport, appraisal
1 Actor 297 investor, owner, receiver, executive
1 Legal Construct 127 right, claim, regulation, duty
1 Monetary Amount 222 fee, interest, income, balance
2 Functional Entity 519 trader, government, dealer, merchant, underwriter
2 Expression 813 total, median, mean, percentage, ratio, variance
2 Obligor 13 payer, borrower, debtor
2 Financial Service Provider 252 bank, underwriter
2 Monetary Amount 897 fee, interest, income, balance

By analyzing the definitions and concepts that define a cluster, it is possible to better
understand and study the fields of interest of users. Each cluster provides the labels that
facilitate connections with posts. Over the long term, by observing the change in the
number of posts connected to a cluster, it is possible to determine whether the interests
of groups of people remain consistent or have shifted elsewhere. Moreover, by analyzing
the resulting clusters, it is possible to discover related interests (common to a cluster) and
create recommendation systems.

Figure 3 shows two examples of clusters presented as trees of classes. On the left,
the root URI has the label scalar quantity value, and the cluster was identified within the
ontology FND/TransactionsExt/MarketTransactions.rdf. The hierarchy shown is the same
as that of the cluster shown in Figure 2 (last accessed 30 March 2024). On the right, the root
URI has the label commitment, and the cluster contains debt, warranty, and representation
from the same ontology.

Figure 3. Two examples of identified clusters: one for scalar quantity value, on the left, and another
for commitment, on the right.

Some clusters were detected based on information present in multiple ontologies.
For example, there was a cluster with the parent URI documents and the following terms
identified in the posts: notice, record, report, catalog, publication, license, certificate,
passport, and appraisal. This cluster resulted from the combination of labels present in the
three ontologies.

Overall Analysis of the Processed Posts

In this section, we analyze the additional processed data to highlight how the size
and composition of the semantic groups and the number of connected posts are related
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and can provide insights into interesting aspects of the active discussions about the con-
sidered domain: What are the most active topics? Which group of discussion topics
exhibits the most accurate, technically verbose, and in-depth lexicon for dealing with the
related subject?

We provide a series of graphic charts representing the distribution of data resulting
from Test 1 performed on Reddit post contents. We start by showing in Figure 4 an overall
graphic chart representing the size of each identified semantic cluster (groups) in terms of
closely connected ontology classes (labels) and their respective number of connected posts,
sorted by descending post count.

It should be noted that the size of the post count follows a logarithmic distribution
with respect to the ontology groups, which means that there is a very small set of concept
groups consistently receiving significantly more attention than the others. Also, we can see
that a large majority of the groups receive very little attention from the community.

We assume that semantic groups with a poor vocabulary and very few posts are
symptomatic of trivial, superficial, or inherently irrelevant discussion topics. It also might
erroneously be concluded that this post distribution is not related to the size of their clusters,
but this is a consequence of these figures being very small compared to the post counts.

Figure 4. Graphic chart representing the size of each identified group in terms of closely connected
ontology classes and their respective number of connected posts. The dashed line represents the
trend computed as the logarithmic interpolation of the data series.

In fact, it is evident that this is not the case from looking at Figure 5, which redraws
the same quantities on a logarithmic scale while also reordering the data series with respect
to another metric: the normalized cluster size. This metric represents the ratio of connected
posts vs. the size (in terms of the number of classes) of the respective cluster, providing
a measure of the popularity of the post irrespective of the size (or verbosity) of their
associated group. The sizes of the groups in this re-scaled view clearly exhibit a logarithmic
decreasing trend, similar to that of their related post counts. Despite the variability in their
absolute data values, this logarithmically scaled chart clearly shows a direct proportionality
relationship between the average sizes of the ontology groups and their respective number
of posts. This is not surprising at all; the proportionality relationship between the two
data series is actually already defined by the normalized cluster size by construction, and
this parameter exhibits a smooth linear trend. This could make it a good candidate as
a parameter to set thresholds for the selection of the best groups of posts to process for
further specific applications.
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In Figure 6, we present the whole set of ontology labels actually used, along with
the number of connected posts found and the corresponding body of text for all those
posts. This shows how a small fraction of semantic labels receive hundreds of times more
attention in posts than all the others, resulting in a proportional but much larger amount
of social media text content, in terms of words to be read. This is a clear indication of
the significance and interest to users. As a consequence, it is of great convenience to be
able to identify the ontological concepts related to that large body of text and to gain a
quick understanding of the type of content it represents by simply examining a short list of
connected terms instead of having to go through hundreds of thousands of words to catch
the details.

Figure 5. The normalized cluster size. This chart shows a logarithmic scale representation of data
collected in Test 1 for the identified ontology groups. The x-axis is sorted by descending post/class
ratio, whereas the y-axis shows the post count and class count for each group. The trend lines for the
post and class counts are indicated by dashed lines, computed as the exponential interpolation of
the respective data series. The normalized cluster size is shown as a gray line and computed as the
ratio between the post count of an ontology group and its cluster size, representing the number of
closely related technical terms it represents. The chart demonstrates that this proportionality actually
has a logarithmic distribution, with groups up to a hundred times more significant in this respect
than others.
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Figure 6. Posts per single class label and the corresponding size in words of its overall body of text.
The trend line for the size in words count is also shown as a dashed line, computed as the exponential
interpolation of the corresponding data series

6. Conclusions

This study explored the automatic aggregation of discussion topics on social media
platforms, particularly focusing on those related to financial matters. While there exist
several works on ontology-based analysis of unstructured text, none of them directly
address the automatic classification of social media posts in the financial domain.

We presented an original approach to achieving this goal and also implemented and
tested it on actual data extracted from a large volume of Reddit social media posts.

Reading and organizing thousands of user posts would be infeasible within a reason-
able amount of time. The proposed tool automatically organizes the posts by connecting
them to ontology classes, with each class providing the number of connected posts and the
actual posts themselves.

We showed that the devised approach is able to automatically process large sets of
unstructured social media text, effectively identifying key discussion topics and clustering
relevant and semantically related concepts. In fact, by using financial concepts from a
specialized ontology, we could highlight meaningful keywords and financial concepts that
may have predictive power or practical implications. The ontological connections assisted
in identifying interested user groups while covering a significant portion of the posts.

The proposed implemented approach provided valuable insights for understanding
collective thinking within the financial sector, including aspects well beyond the discovery
of user special interests or the support of recommendation systems. Indeed, there are
limitations to analyzing and organizing social media data. As pointed out by Gore et al. [33],
social media messages are posted by an unrepresentative portion of the population and
thus contain demographic and geographic biases that can contribute to distorted views.
While it is reasonable to assume these biases also exist in financial posts, we must consider
that our analysis is not aimed at extrapolating general statements representative of the
whole population. Our analysis aims to profile specific post contents, allowing for a more
convenient indexing of their actual contents.

Financial advisors could gain insights from the way the posts are organized and the
summaries provided by each class (and group of classes). This organization provides a
way to skim posts. Moreover, the number of posts for each class could be used as a priority
indicator for advisors when selecting concepts and posts to read. The organized posts
could indicate the importance of certain concepts to users, allowing financial advisors to
determine the main user interests.
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It is important to note that the represented data series is a snapshot of the social media
data collected for one run of our tool, whereas these data continuously change over time
due to the natural evolution of the local and global financial markets. However, while the
groups and actual data figures will change dynamically, the type of data distribution will
always highlight a very small subset as more active/interesting than others at each point in
time, which our approach will be able to identify.

Additionally, by integrating knowledge from a domain ontology, the topic clustering
automatically reflects and defines a network of semantic relations among the contents of
the actual post, free from biases imposed by any pre-compiled list of flat options. This is of
paramount importance when dealing with datasets whose specific content profile is subject
to continuous and dynamic changes over time. As a direction for future development, it is,
in fact, of primary interest to focus on the dynamics of how financial topics gain or lose
social media traction in the long term, that is, to track the popularity of individual ontology
clusters and classes over time.
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