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Abstract: With the development and proliferation of unmanned weapons systems, path planning is
becoming increasingly important. Existing path-planning algorithms mainly assume a well-known
environment, and thus pre-planning is desirable, but the actual ground battlefield is uncertain, and
numerous contingencies occur. In this study, we present a novel, efficient path-planning algorithm
based on a potential field that quickly changes the path in a constantly changing environment. The
potential field is composed of a set of functions representing enemy threats and a penalty term
representing distance to the target area. We also introduce a new threat function using a multivariate
skew-normal distribution that accurately expresses the enemy threat in ground combat.

Keywords: path planning; potential field; threat function; ground forces

1. Introduction

Unmanned systems such as robotics, autonomous vehicles, and UGVs (unmanned
ground vehicles) have been widely used in commercial and industrial applications. Among
the various technologies applied to unmanned systems, one of the most important is path
planning, a method for planning paths to move an object from a start point to an end
point while avoiding obstacles. Path planning can be applied to various environments
with diverse obstacles. Kumar et al. [1] applied path planning to shelves as obstacles in a
warehouse, and Hu et al. [2] considered cars as obstacles on a road. In such environments,
the general path-planning procedure starts with analyzing prior information about the
given environment, defining the space (whether discrete or continuous), and implementing
obstacles depending on the defined space. Then, algorithms are applied to plan the path.
Based on this general path planning concept, existing studies suggest various methods
depending on the environment where their experiments are placed. For example, ŠIŠLÁK
et al. [3] planned a path on a 2-dimensional discrete space targeting a robotics using A*
algorithm. Iswanto et al. [4] targeted a quadrotor model to plan a path on a 3-dimensional
continuous space.

In the military context, path planning is important for unmanned weapons systems,
which are gradually being developed and used on actual battlefields. Unmanned weapons
systems such as UAVs (unmanned aerial vehicles) are not significantly affected by the
environment because they operate in the air, above the terrain. However, UGVs are highly
affected by the battlefield environment, which is uncertain and unpredictable. Since threats
become obstacles on the battlefield [5], detection of the enemy’s position is very important,
but the position obtained from prior information analysis continuously changes over time
and is unpredictable. Additionally, since some threats, such as surveillance distance or rifle
range, do not physically exist, it is difficult to implement these threats as obstacles. For
these reasons, in some military operations, applying existing path-planning methods that
provide pre-planned paths is not efficient. Exceptionally, if the prior information on the
environment of a given battlefield is clear, there is no problem with applying the existing
path-planning methods. However, since the ground battlefield environment of modern
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warfare changes rapidly, information analysis on the environment in which operations
are conducted may not be sufficient. In order to overcome these battlefield characteristics,
the Korean Ministry of National Defense is making efforts to develop MUM-T (manned-
unmanned teaming), which is a new type of operation to achieve maximum efficiency by
supplementing the shortcomings of manned and unmanned weapons systems. Recently,
its utilization in ground forces is increasing. Based on this background, our study targets
ground forces and assumes an operational situation in which a sudden enemy threat may
occur in a continuously changing environment. In this case, algorithms applied to robots
such as UGVs should not take up a lot of computational resources, so we designed a
computationally cheap algorithm.

Our study presents a new path-planning algorithm that can be applied to the ground
battlefield environment. The algorithm satisfies two conditions. First, it plans a path
in near-real time, which enables a unit to respond quickly to changes on the battlefield.
For example, if the enemy’s position changes during maneuvering due to ambush or
concealment, our algorithm immediately finds a new path. Second, we implement enemy
threats as obstacles by using a threat function. This function can change the size and shape
of the enemy threat depending on the situation.

In Section 2, we introduce previous research on path planning. In Section 3, we describe
the algorithmic path-planning sequence. We present the results obtained by applying the
algorithm to sample models in Section 4 and conclude the research in Section 5.

2. Literature Review

Path planning is an optimization problem that plans an optimal path while avoiding
collisions with obstacles. There are several common components that most path-planning
studies consider. Although each study uses different terminology, the usual components
are space, obstacles, and initial and goal states.

Space: The space can be an arbitrary two-dimensional space or a specific space such as
a warehouse or a road. The space state allows for both discrete (finite or countably infinite)
and continuous (uncountably infinite) states. The space definition is important because it
affects both the design of the problem and the algorithm used.

Obstacles: Many studies focus on the implementation of obstacles, because this sig-
nificantly affects the results of experiments. Obstacles can be an object, a wall, or in some
cases a space that should not be accessed. The various shapes of obstacles are differently
implemented according to the state space. In discrete space, the obstacles are simply
expressed in a grid form [3]. In this case, a cost or probability is assigned to each cell to
distinguish obstacles from spaces where a robot can move. In continuous space, obstacles
can be expressed as various shapes, such as circles or curves [6].

Initial and goal state: Robots or vehicles have an initial point to start from and a goal
point where the algorithm ends. In our study, the initial state is a start point, and the goal
state is a target.

Depending on the specific definitions of the three components mentioned above,
there are various methods of path planning. Among them, there are three representative
path-planning methods, commonly distinguished in terms of space.

In discrete space, grid-based approaches, the most representative method set the
space and obstacles with a grid [3]. This method is widely used and developed in various
ways because it can easily configure the space, and such algorithms are well known for
efficient path searching. That said, there are two major limitations that apply to situations
where real-time path planning is required. First, prior information analysis of the given
environment and obstacles is required, because it is necessary to decide at what interval
the grid should be applied according to the size of the space and the shape of obstacles.
The second is that as the space becomes larger or the grid becomes denser, the complexity
of the problem increases rapidly and the computation time becomes longer [7]. Thus, most
grid-based algorithms use heuristic methods [8] such as A* or D* algorithms, or ant colony
optimization [3,9,10].
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In continuous space, sampling-based approaches and potential-field approaches are
typically used. Sampling-based approaches, such as rapidly-exploring random trees (RRTs)
or probabilistic roadmaps, are used for stochastic searches [11]. These methods generate uni-
formly randomized direction or node samples and explore from start to end point [12]. RRTs
and PRMs have been recognized as effective algorithms in high-dimensional spaces [13].
Nevertheless, as the size of space gets larger or obstacle shapes become more complex, the
size of the sampled set increases [11].

For potential-field-based approaches, Khatib and Oussama (1986) [14] suggested the
concept of a potential field that consists of repulsive and attractive forces. Repulsive forces
are used to avoid obstacles, and attractive forces are employed to reach the goal. These
forces are implemented as functions. In this space, a robot moves autonomously due to
forces without colliding with obstacles. This method is well known for real-time path
planning, since it rapidly provides a local-minimum solution. However, this method has
two typical problems. First, a local minimum trap can occur when a robot encounters a
narrow passageway or multiple obstacles. Second, most studies have applied simple types
of obstacles, such as circles [4] or walls. None of these studies showed a way to implement
enemy threats which do not physically exist on the battlefield.

The uniqueness of our study derives from a review of the literature as follows:

1. We present a new path-planning algorithm that provides a path in near-real time
reflecting the continuously changing environment.

2. To configure the environment, we define the potential field based on a penalty function.
3. We present a threat function that reflects the features of enemy threats on the battlefield.

3. Methodology

This section presents the problem definition considering the ground battlefield envi-
ronment and suggests a new algorithm for planning a path.

3.1. Assumption

Our approach is based on the potential field method, with the field reflecting the
battlefield environment. A two-dimensional continuous space is given in which a target
exists as a goal to reach. Further, we assume the shapes of obstacles are defined as threats
induced by the enemy’s defensive fighting position (DFP). A moving object—in other
studies, usually a robot—is a friendly unit.

Figure 1 shows the concept of our approach’s configuration space with enemies, target,
and a friendly unit. Even though the defensive position is shown as having already been
set, we assume that a new enemy may suddenly appear or the existing DFP may change.
Operationally, it is important to reach the target within the given time, so we focus not only
on finding a collision-free path but also on determining the shortest of such paths.

Figure 1. An example of a conceptual diagram of our approach.
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3.2. PFP (Potential Field Based on Penalty Function) Model

The problem we define is to plan a path for friendly units to reach the target while
avoiding enemy threats. We suggest the potential field based on a penalty function (here-
after referred to as PFP) model. In general, a penalty function is an objective function
modified by reformulating a constraint as a penalty term in order to avoid straying too
far from the feasible region [15]. The penalty function is defined as the sum of the threat
function tj(x) with multiplier wj and the goal function g(x) with multiplier δ. The threat
function acts in the potential field as a repulsive force that pushes a unit away from enemies,
and the goal function acts as attractive force that pulls the unit toward the target.

Let the variable x be the coordinates of of the unit’s current position and j be an
element in a set of threats T . Our PFP model is as follows.

min f (x) = ∑
j∈T

wjtj(x) + δg(x) (1)

We define the goal function g(x) as a penalty term whose value increases with the
unit’s distance from the target. Specifically, we define g(x) as the 2-norm distance between x̂
(the target location) and x (current location of the unit) normalized by the distance between
the start and end point. The definition of g(x) is as follows.

g(x) =
‖x̂− x‖2

‖x̂− x0‖2 (2)

To further discuss the PFP model’s procedure, we need to specify the threat function.
Let tj(x) : R2 → R be a continuous and differentiable function of the enemy unit j’s
position. tj(x) can be either convex or non-convex. In reviewing other literature in which
the potential field is composed of functions to find the proper threat function, various
functions have been applied to the potential field method. Kim et al. [16] configured a
potential field by using a harmonic function. Figure 2 shows an example of a harmonic
function’s surface plot. Hwang et al. [17] used a set of linear functions to implement the
field of obstacles. Rasekhipour et al. [18] implemented triangular-shaped obstacles on the
potential field.

Figure 2. An example of a harmoric function’s surface plot.

However, these functions are not appropriate for our approach, because the threat
function tj(x) is derived from the properties of enemy DFPs. For example, in a real
battlefield, the threat increases as the unit gets closer to an enemy. Additionally, the shape
of the threat induced by an enemy DFP is a distorted circle because the enemy defenses
are oriented in a specific direction, rather than all directions uniformly: the threat is wide
and gently sloping in the front, and narrow and steep in the rear. To satisfy these spatial
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features, we suggest an MSN (multivariate skewed-normal) distribution [19] as a threat
function. The MSN distribution suggested by Azzalini and Dalla Valle (1996) takes the form

t(x) = 2φ(x; σ1)Φ(αx; σ2) (3)

where φ and Φ denote the N(0, 1) density and the distribution function, respectively. The
parameters σ1 and σ2 are the standard deviations of density and distribution, and α is a
given parameter. The details of this case will not be discussed in this paper. Instead, we
suggest some parameters that determine the shape of the threat function. The parameters
σ1 and σ2 are 2 × 2 matrices in which anti-diagonal elements are identical and determine

the degree of distortion. The parameter α =

[
α1
α2

]
determines the position of distortion

“position” which allows us to adjust the direction in which the enemy DFP is facing. Figure 3
shows the various shapes of enemy threats that changes according to these parameters.

(a) σ1 =

[
1 0.1
0.1 1

]
, σ2 =

[
1 0
0 1

]
, α =

[
−3
0.5

]
(b) σ1 =

[
1 0.1
0.1 1

]
, σ2 =

[
0.3 0
0 1

]
, α =

[
−3
0.5

]

(c) σ1 =

[
1 0.1
0.1 1

]
, σ2 =

[
0.3 0
0 1

]
, α =

[
−0.5
−3

]
(d) σ1 =

[
1 0.1
0.1 1

]
, σ2 =

[
0.3 0
0 1

]
, α =

[
−2
3

]

Figure 3. Various threat function shapes by MSN distribution: (a) basic shape; (b) changing the degree
of distortion; (c) changing direction toward the south; (d) changing direction toward the northwest.

Figure 4 shows an example of a PFP model’s surface plot. A descending slope is drawn
across the plot from the start point to the target point. Threats are present In the field in the
form of small mounds. The target is located at the lowest point of the potential field.
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(a) (b)

Figure 4. Example of the PFP model’s 3D surface plot: (a) 3D surface plot viewed from above; (b) 3D
surface plot viewed from side.

3.3. PFP Algorithm

Our approach is based on the line-search method. This method is generally applied on
an unconstrained optimization model. The line-search procedure is as follows. First, at any
point, a direction is searched by using first-order information for a given objective function.
Second, the point moves one step to the next position by following the resulting direction.
Third, this procedure is repeated until the point reaches a local minimum solution.

Figure 5 shows a conceptual diagram of our model. Red arrows are in opposite
directions to threat function gradients, and the blue arrow is in the opposite direction to the
gradient of the goal function. Black arrows are directions at the unit’s location determined
as weighted sums of threat and goal vectors. Small blue circles connected by black arrows
are current unit positions at the kth iteration, and the xk next to each blue circle represents
its coordinates, where k ∈ {0, 1, 2, · · · }. We define each xk as a sequence, and a set of
sequences {xk} draws a path on the given space. Our primary interest in this study is not
the local minimum solution x*, rather a set of sequences {xk}.

Figure 5. Sample conceptual diagram of a PFP model.

We next present the details of applying the line-search method. Let pk be a search
direction where pk ∈ [−1, 1] × [−1, 1]. At any point xk, the next point is defined as
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xk+1 = xk + αk pk, where the given parameter αk is the step length. We obtain first-order
information by ∂

∂x f (x):

5 f (xk) = ∑
j∈T

wj5 tj(xk) +
2δk

‖x̂− x0‖2 (x̂− xk) (4)

Since our objective function is a minimization problem, the direction pk needs to be a
descent gradient. We choose the search direction at xk as

pk = −
5 f (xk)

‖ 5 f (xk)‖
(5)

Our approach is similar to descending a mountain efficiently. A climber searches
direction based on the steepest slope at his position, proceeding down to the lowest point
of the mountain while avoiding rocks or trees. Likewise, the friendly unit starts from the
highest point of the potential field and moves step by step following the steepest descent
gradient at each point to reach the lowest point of the field. The Algorithm 1 implementing
this process is as follows.

Algorithm 1 PFP algorithm.

1: Given : x̂, tj(x), δk, ∀j ∈ T , k ∈ K
2: Initialization : x0 = starting point, δ0 = 0.08
3: while k = MAXITER or stop condition do
4: Calculate5 f (xk) = ∑j∈T wj5 tj(xk) + δk5 g(xk)

where,5tj(xk)* ≈
[

tj(x(1)k +ε)−tj(x(1)k )
ε ,

tj(x(2)k +ε)−tj(x(2)k )
ε

]T

, (0 < ε ≤ 1e− 10)**

where, x(1)k and x(2)k are x and y - coordinates of xk, respectively,

5: Calculate pk = −
5 f (xk)
‖5 f (xk)‖

6: xk+1 ← xk + αk pk
where, αk ∈

[
10−1, 10−2]**

7: k← k + 1
8: (If necessary) update δk
9: Stop condition : ‖xk − x̂‖ ≤ 0.1

10: end while
11: Return sequence of xk as a path

* We approximate gradient of the threat function.
** Empirically chosen

This algorithm iterates the line-search method until the friendly unit reaches the target.
In the iteration, we approximate the gradient of the threat function because the closed form
of first order information of the MSN distribution is not known [19,20]. Additionally, we
suggest αk and δk empirically because the situation varies depending on the size of space
and the number of enemy threats. The parameter δk is important because it determines the
size of the attractive force from the target. We describe the details for δk in Section 4.

4. Computational Results

To verify the effectiveness of the algorithm proposed in this study, we experiment
with various instances. The algorithm was coded in MATLAB (R2021b 9.11.0.1809720) and
performed on an (Intel(R) Core(TM) i5-10210U CPU with 8 GB RAM.

We aimed to improve and check the algorithm in a simple instance consisting of a
10×10 space and two enemy threats. Additionally, we conducted several experiments to
choose values for two parameters, δk and αk, because these parameters significantly affect
the path-planning result. Based on the experiments, we empirically chose δk and αk that
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show the most stable result. Table 1 shows the simple instance and given parameters. The
result in this instance is shown in Figure 6.

Table 1. Simple instance and parameters.

MAXITER Start Point Target Enemy
Position δk αk

K = 300 x0 = (0, 0) x̂ = (10, 10) Enemy 1 = (4, 6)
Enemy 2 = (7, 3)

0.08 0.1

In Figure 6, the two contour plots (red lines) represent enemy threats. The blue line,
drawn as a sequence of small dots, is a path. As we can see in Figure 6, we obtain a path
that avoids enemy threats and reaches the target. Furthermore, it takes less than 2 s of
computation time to obtain this result.

We now apply the algorithm to a larger-sized instance. The size of the space is 20
× 20, and the number of enemy threats is six. We conducted experiments in various
environments, changing the positions of the start point, target, and enemy threats. Based
on this experiment, it takes less than 5 s of computational time to plan a collision-free path.
Figure 7 shows the results of the expanded experiments.

Figure 6. Path planning result for a simple instance experiment.

Additionally, we experimented to see if the algorithm works even in a changing
environment. Contingency situations are likely to happen in military contexts and could
affect another action or situation [21], such as ambush, concealment, or a situation caused
by inaccurate prior information analysis. Hence, we create a situation in which an enemy
suddenly appears while a unit is maneuvering toward the target.

Figure 8 shows the experimental results. The situation is as follows. At first, there are
two enemies, and the expected path is shown in Figure 8a. We bring a new enemy when
the unit reaches coordinates xk = (4.6, 4.9). In this situation, as shown in Figure 8b, the unit
follows a modified path that is computed based on a new start point and the new enemy
threat position. This process is repeated whenever information about the environment
is updated.
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(a) (b)

(c) (d)

Figure 7. Path planning results in large instances: (a) Initial state of expanded instance. (b) Changing
the start and target point. (c) Changing enemy threat positions. (d) Changing all components.

(a) (b)

Figure 8. Path planning in a contingency situation: (a) initial state with two enemy threats; (b)
contingency situation: a new enemy appears.

The parameter δk depends closely on both the threat function and the goal function.
Figure 9 shows the different path-planning results according to the choice of δk. These
results show that the choice of δk has a rule such that a large δk causes the unit to ignore
enemy threats, and a small δk makes the unit move further away from enemy threats; if it is
too small, the unit cannot reach the target. In Table 2 below, we suggest the appropriate
δk values that we empirically obtained in various sizes of space. Although we suggest
empirical data for δk, the choice of δk can be flexible depending on the operational situation.
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For example, if a unit needs to reach a target as fast as possible, δk needs to be increased.
Conversely, if the purpose of an operation is to minimize vulnerability to enemy threats, δk
needs to be decreased.

(a) (b)

Figure 9. Effect on the path planning of choice of δk: (a) result when δk is large (δk = 2); (b) result
when δk is small (δk = 0.01).

Table 2. The suggested range of δk that was empirically obtained.

Size of Space ‖x̂− x0‖2 The Suggested Range of δk

10 × 10 200 0.08 ≤ δk ≤ 0.2
20 × 20 400 0.3 ≤ δk ≤ 0.5
30 × 30 1800 0.7 ≤ δk ≤ 0.9

Even though the PFP algorithm performs efficiently and reaches the target in various
conditions, we found a problem when changing the positions of the enemy threats and
the size of the space. The problem is said to be a cycle [22], meaning that the sequence xk
obtained by the algorithm converges to a specific point that is not the target point. There are
two typical reasons that cause the cycling problem. First, a small δk applied to an expanded
space causes cycling because the distance between the start and target point affects the
vector of the goal function, as described in Equation (2). Second, if the unit is surrounded
or blocked by enemy threats, as shown in Figure 10, cycling can arise.

There are various empirical solutions to escape cycling. We suggest some of these.
The simplest solution is to increase δk, as shown in Figure 10c. Alternatively, input a
random direction for a certain number of iterations, then return to the original algorithm or
change direction pk toward an alternative target, such as a designated assembly point or an
arbitrary point, as shown in Figure 10d. Although these empirical solutions are not always
the best option because the way to escape cycling depends on the operational situation,
they can nevertheless help to escape cycling in various situations.

We next discuss computational time, to verify the effectiveness of the algorithm.
Table 3 shows various conditions and the results. The time gradually increases as the size
of space becomes larger and the number of enemy threats increases. In our approach, the
computation time in the table below is the sum of the time taken for each sequence. This
means that, at any point, the time consumed by searching for direction and moving to
the next position is shorter than that shown in the table. With this interpretation, robots
or unmanned vehicles in the contingency situation that we described earlier do not need
to wait for a new planned path. Rather, they continuously move to the next position by
searching for a new direction in real time.
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(a) (b)

(c) (d)

Figure 10. Cycling problems and remedies: (a) Cycling caused by inappropriate δk. (b) Cycling
caused by enemy threats. (c) Remedy for problem (a): changing δk; (d) remedy for problem (b):
changing direction pk to an intermediate point.

Table 3. Computational time of the PFP model in various conditions.

MAXITER Size of Space Number of
Enemy Threats

δk αk
Computation

Time(s)

300

10×10
2

0.08 0.1
1.760

4 2.609

20×20
4

0.3 0.2
2.931

6 3.832

30×30
6

0.7 0.3
5.117

8 5.488

500

10×10
2

0.08 0.1
2.273

4 3.421

20×20
4

0.3 0.2
3.642

6 4.679

30×30
6

0.7 0.3
5.329

8 6.909

1000

10×10
2

0.08 0.1
3.306

4 4.918

20×20
4

0.3 0.2
5.087

6 6.760

30×30
6

0.7 0.3
8.171

8 11.302
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5. Conclusions

In this study, we presented a PFP model that provides a path for a friendly unit
from a start point to a target while avoiding enemy threats. To develop the PFP model,
we generated a potential field based on a penalty function in a two-dimensional space
that reflects properties of the ground battlefield. Additionally, we described features of
enemy threats induced by the enemy’s DFPs and suggested a threat function with an MSN
distribution. Our experiments, described in Section 4, showed that the PFP model can
obtain a path in near-real time. Additionally, as the size of the instance increases, our model
has an increasing advantage in computation time because the algorithm only requires
first-order information.

The findings regarding military perspectives derived from this study are as follows:

1. In the context of ground personnel forces such as special forces, conducting an
infiltration—reaching the target without being detected by the enemy—is the most
important operational task. The navigational equipment currently issued to the forces
only provides a straight path to the target or a map graphic. Due to this limitation,
accomplishing tasks depends on the commander’s ability to find a proper path. If the
PFP model is applied to the equipment, it can suggest an appropriate direction con-
sidering both enemy threats and the target point. The commander can then maneuver
to the target with less risk of exposure to enemy threats.

2. UGVs have been developed and are being used in ground battlefields. Their move-
ment is mostly based on sensors or remote control. For example, unmanned recon-
naissance vehicles follow a pre-planned path while avoiding obstacles detected by
sensors. This system also requires remote control, since there is a possibility of losing a
path if it deviates too much from the pre-planned path. The PFP algorithm is expected
to overcome these limitations, allowing autonomous systems to develop further with
technologies already in use. Additionally, adapting the algorithm to the system is not
a huge burden, since the algorithm is computationally cheap, as mentioned above.

The PFP model has limitations in that the parameters are chosen empirically, and
we applied a specific threat-function MSN distribution. Additionally, we assumed a two-
dimensional continuous space for applying the algorithm on the ground battlefield. In view
of these limitations, future research should define the parameters from a computational as-
pect. Additionally, based on literature reviewed in Section 2, for various obstacle functions
in potential field-based studies, we can assume various shapes of threat and implement
these as functions. In the context of military operations, research on other forms of induced
threat from enemy operations besides DFP is also required. In terms of the dimension
of space, since the same principle can be applied to our algorithm in a 3-dimensional
space, it is required to study the application of the algorithm to a 3-dimensional space in
consideration of the topographical effects of the ground battlefield.
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