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Abstract: Amyotrophic lateral sclerosis (ALS) is a neurodegenerative disease that affects the nerve
cells in the brain and spinal cord. This condition leads to the loss of motor skills and, in many
cases, the inability to speak. Decoding spoken words from electroencephalography (EEG) signals
emerges as an essential tool to enhance the quality of life for these patients. This study compares
two classification techniques: (1) the extraction of spectral power features across various frequency
bands combined with support vector machines (PSD + SVM) and (2) EEGNet, a convolutional
neural network specifically designed for EEG-based brain–computer interfaces. An EEG dataset was
acquired from 32 electrodes in 28 healthy participants pronouncing five words in Spanish. Average
accuracy rates of 91.04 ± 5.82% for Attention vs. Pronunciation, 73.91 ± 10.04% for Short words vs. Long
words, 81.23 ± 10.47% for Word vs. Word, and 54.87 ± 14.51% in the multiclass scenario (All words)
were achieved. EEGNet outperformed the PSD + SVM method in three of the four classification
scenarios. These findings demonstrate the potential of EEGNet for decoding words from EEG signals,
laying the groundwork for future research in ALS patients using non-invasive methods.

Keywords: electroencephalography; speech decoding; EEGNet

1. Introduction

Language enables interaction and communication among individuals. It serves as a
tool for thought in its symbolic and representational function, and plays a role in human
action and interaction through its communicative and regulatory functions [1]. Speech
is the oral expression of language, involving the physical production of sounds through
mechanisms such as vocal cords, mouth, and tongue [2]. Numerous neurological disorders
are characterized by the gradual degeneration of motor neurons, leading to a compromised
or complete loss of speech capabilities. A prominent example of such conditions is amy-
otrophic lateral sclerosis (ALS). In ALS, it is estimated that approximately 85% of patients
manifest symptoms indicative of bulbar dysfunction [3]. These symptoms, which include
reduced verbal communication and impaired swallowing abilities, not only restrict the
capacity for speech but also profoundly affect the overall quality of life of the individual.

In the realm of medical technology, an array of assistive devices has been developed
to aid patients experiencing speech impairments. Particularly for ALS patients—who often
encounter conditions such as tetraplegia and anarthria, the latter being a severe speech
disorder marked by an inability to articulate sounds—the eye-tracking communication
system stands out as a prevalent choice. Within this system, users direct and sustain their
gaze on specific commands presented on a display. These commands are identified via
infrared camera. Nonetheless, the substantial cost of these devices remains a significant
barrier to widespread adoption [4]. Another extensively researched alternative is the use of
brain–computer interfaces, known as BCIs. These interfaces detect and quantify features of
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brain activity that indicate the intent of the user, translate in real-time these measurements
into commands for the device, and provide feedback to the user simultaneously [5].

The main techniques for recording brain activity are (i) functional magnetic resonance
imaging (fMRI), recognized for its non-invasive nature and remarkable spatial resolution;
(ii) electroencephalography (EEG), which has excellent resolution over time; (iii) electro-
corticography (ECoG), an invasive method with high temporal and spatial resolution; and
(iv) magnetoencephalography (MEG), which stands out for its high temporal and spatial
resolution, although it carries a high cost [6]. EEG is considered the most common method
in developing BCIs since it is non-invasive, easy to use, safe, and affordable compared
to other methods [7]. Several BCIs operate based on evoked potentials, such as the P300
potential or the steady-state visual evoked potential (SSVEP). Others rely on cognitive tasks
like motor imagery (MI) [8,9]. In the P300 paradigm, participants typically gaze at a screen
displaying flashing characters and select one by focusing their attention. For applications
based on the SSVEP paradigm, visual stimuli or frames flash at varying frequencies. When
the user concentrates on the desired item, a potential is generated in the visual cortex,
matching the flashing frequency of the chosen image. In MI, the participant imagines
moving a limb without actual movement; these signals are then decoded, and a command
is sent to activate an external device [10]. While these paradigms have been widely used
in a range of BCI applications [11–15], they are limited when the primary requirement for
the user is direct communication through speech rather than control of movement. This is
especially relevant for conditions such as bulbar ALS, dysarthria, anarthria, stroke, and
Parkinson’s disease, among other speech disorders. P300, SSVEP, and MI paradigms offer
the capacity to select options that can subsequently be converted into auditory signals or
text output [16,17]. However, the cognitive tasks engaged in by the user do not have a
direct relation to speech processes; in other words, they do not decode responses that are in-
herently speech-related. Consequently, traditional BCI paradigms fall short in establishing
a natural communication channel for the decoding and generation of speech.

Various studies have been conducted to decode speech from brain signals, whether it is
spoken or overt (the most common form of human verbal communication with audible vol-
ume, clarity, intonation, and modulation), whispered (softer, less audible sound compared
to normal speech), silent (merely gestured without producing sound), or imagined (internal
pronunciation of the word without making any facial movement and without emitting
any sound) [18]. In [19], attempted speech was decoded in a participant with anarthria
resulting from a stroke. A 128-electrode array was implanted in the speech sensorimotor
cortex, and a natural language model was employed to estimate the probability of the
subsequent word given the preceding words in a sequence. In [20], recurrent neural net-
works were employed to first decode directly recorded cortical activity into representations
of articulatory movement, and then these representations were transformed into speech
acoustics. The study was conducted with five participants who had a high-density subdural
electrode array implanted as part of their treatment for epilepsy. In [21], an approach is
also presented to synthesize audible speech from imagined and whispered speech using a
dictionary of 100 Dutch words and stereotactic deep electrodes implanted in a participant.
Although these studies decode speech across different paradigms, they rely on invasive
methods, posing health risks to the patient and escalating the costs compared to EEG.
Using EEG signals, work has been done to investigate the neural mechanisms underly-
ing the processing of heard words [22,23]. In terms of decoding the words produced, a
system based on residual networks and gated recurrent unit models was used where the
silent speech of eight Russian words and one pseudoword was decoded [24]. Some works
classify grammatical classes, as seen in [25], where different deep learning methods and
conventional classifiers were compared for recognizing spoken speech and distinguishing
between decision adverbs and nouns. In [26], imagined speech was classified between
nouns and verbs using a convolutional neural network (CNN). Spanish vowels have also
been decoded, such as in [27], where they propose the architecture of a CNN, referred to as
CNNeeg1-1. This has also been proposed for short and long words in English [28] using a
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method based on covariance matrix descriptors, which are on the Riemannian manifold,
in conjunction with a relevance vector machines classifier. In [29], pairs of Spanish words
were classified using a traditional method and two CNNs. In [30], various traditional
classification methods and three distinct CNNs are evaluated, aiming to find an optimal
combination of hyperparameters for the classification of Spanish words. Most work on
word decoding performs an intra-subject classification; in [31], they mapped the EEG signal
across seven frequency bands over nine brain regions and used a deep long short-term
memory (LSTM) network for inter-subject classification. Similarly, using an LSTM along
with a wavelet sparsity transformation in [32], four English words were decoded. One
growing area is the ability to gradually add new words to the vocabulary using incremental
learning methods, similar to the approach used in [33].

Despite the continuous growth in the field of study, there remains a notable disparity
between research focusing on online speech decoding using invasive methods and those
employing non-invasive techniques like EEG. Furthermore, a majority of the studies in
this domain have been primarily conducted on young and healthy participants or, in some
cases, on patients with epilepsy who do not have any diagnosed speech disorders [6]. It
is imperative to identify characteristics that enhance the differentiation between classes
when classifying words and to develop methods for online decoding—initially in healthy
participants and subsequently in the group of patients toward whom this technology is
aimed. It is noteworthy that neural activities linked to language processing demand greater
spatial and temporal resolutions for analysis compared to other cognitive functions, such
as memory [34].

In light of this, as a preliminary step towards decoding attempted speech in ALS
patients from EEG signals, this work aims to investigate the recognition of spoken words
directly from the brain signals using machine learning algorithms. To achieve this, we
designed and conducted an experiment where participants pronounced five words varying
in connotation, syllable count, grammatical class, semantic meaning, and functional role
within a sentence. In this paper, we contrast two machine learning approaches for classifi-
cation: (1) a conventional method that involves feature extraction in the frequency domain
and support vector machines, and (2) EEGNet, a convolutional neural network designed for
EEG-based BCIs. These methods were evaluated across various intra-subject classification
scenarios involving 28 healthy participants and five Spanish words: (i) attention vs. speech,
(ii) short words vs. long words, (iii) word vs. word, and (iv) an all words scenario. The
findings indicate that EEGNet outperformed the traditional method in three out of the four
classification scenarios, achieving average accuracy values of 90.69 ± 5.21% for Attention
vs. Pronunciation, 73.91 ± 10.04% for Short words vs. Long words, 81.23 ± 10.47% for Word vs.
Word, and 54.87 ± 14.51% in the multiclass classification scenario (All words).

The innovation and scientific contribution of this work include (1) the acquisition of
an EEG signal database comprising carefully selected spoken words; (2) a comparative
evaluation of two machine learning techniques for the classification of spoken words based
on EEG signals; (3) the employment of EEGNet, a convolutional neural network designed
with the methodology of EEG-based BCIs, which, to the best of our knowledge, has not been
previously applied to spoken speech signal classification; (4) a comprehensive statistical
analysis to identify those words that are significantly more easily decoded. This paper
is structured as follows. Section 1 provides an overview of previous work and outlines
our research objectives. Section 2 details the experimental procedure and the classification
methods employed. The values obtained in the classification performance metrics are
presented in Section 3, while Section 4 offers an interpretation and analysis of the of these.
Lastly, in Section 5, key findings are summarized, and implications and future directions of
the study are highlighted.
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2. Materials and Methods

This section describes the experimental protocol for data acquisition, processing, and
preparation of electroencephalography signals and the classification scenarios and methods
to be evaluated.

2.1. EEG Data Recording Experiment

The experiments were carried out with 28 healthy participants (P1–P28) with an
age range between 20 and 47 years old (mean = 23.5 years, std = 5.5 years). From these
participants, 7 were women, and 21 were man. All participants were right-handed and
Spanish language native speakers, which was a requirement to be accepted as part of the
experiment. None of the participants reported having any psychological, neurological,
or speech-related disorders. All participants were duly informed about the experiment
and freely agreed to be part of it; they signed an informed consent form that granted
permission to use their data, including the photographic and video files. The experiments
were conducted in accordance with the standards of the Helsinki Declaration after the
approval of the ethics committee of the Zambrano Hellion Hospital, Monterrey, Mexico.

The experiment consisted of the pronunciation of the five Spanish words: si, no,
agua, comida, and dormir, which translate into English as yes, no, water, food, and sleep,
respectively. These words were chosen because they are basic for communication, especially
for people with special communication limitations or needs. Additionally, they were
carefully chosen so that among them, they had the following variations: connotation,
syllable count, grammatical class, semantic meaning, and functional role within a sentence,
so that we would be able to study certain characteristics of speech production that can help
the decoding of words. The participant sat in front of a computer screen (18.5 inches) where
a graphical user interface (GUI) guided the execution of the experiment. The GUI was used
to present three visual stimuli that instructed the participants as to the specific action to
take. The first visual stimulus consisted of a fixation cross that instructed the participant to
relax and pay attention by focusing their gaze on it. The second visual stimulus consisted
of one of the five Spanish words and indicated for the participant to pronounce the word at
her/his normal pitch and volume. Note that the participants were duly instructed to move
the mouth only while avoiding other body movements. The third visual stimulus was the
image of a palm tree and indicated for the participants to take a break from the experiment,
for instance, by blinking and moving the head and the body if necessary. These three visual
stimuli were presented for 3 s each, resulting in a trial with a duration of 9 s. Figure 1
shows a snapshot of the experimental setup with a participant wearing the EEG electrodes,
the amplifier, the screen, and the computer, while Figure 2 illustrates the timeline of a trial.

Figure 1. Photograph of the experimental setup. The participant is seated in front of the monitor
with the EEG cap. The monitor shows the word comida, corresponding to the pronunciation stage.
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Figure 2. Graphical illustration of the temporal sequence of a trial. The trial starts with 3 s of attention
(fixation cross), then for 3 s, the participant is shown one of the five words that will have to be
pronounced only once, and finally 3 s of rest (palm). In addition, the lower part of the image shows
the data segment from −1.5 s to 1.5 s, corresponding to the time window of interest.

The experiment was executed in four experimental blocks with a rest of at least 3 min
between them. In an experimental block, a total of 50 trials, like the one presented in
Figure 2, are recorded. The order of the words in a block is random, so the participant
cannot anticipate the word to be pronounced. The duration of a block is 7.5 min and
10 trials per word are recorded in a block. Considering the four experimental blocks, for
each participant, a total of 200 trials were obtained, with a total of 40 trials per word.

The EEG signals were recorded from 32 active electrodes uniformly distributed over
the scalp according to the 10–10 international system. This system is an extended version of
the 10–20 system. The ground electrode was placed at the AFz position, and the reference
electrode was located on the right ear lobe. These biosignals were acquired and digitalized
with the biosignal amplifier g.HIAMP 256 from g.tec medical engineering GmbH, Schiedl-
berg, Austria. A Butterworth-type band-pass filter from 0.5 to 500 Hz and a notch-type
filter from 58 to 62 Hz were applied during the recording. The EEG signals were recorded
at a sampling rate of 1200 Hz. After the execution of the experiments, the recorded EEG
signals of each participant were subjected to the following processing steps.

2.2. EEG Data Processing and Preparation

The EEG signals were band-pass-filtered from 1 to 30 Hz with an eighth-order
Butterworth-type digital filter and they were downsampled to 256 Hz. Epochs from
−1.5 to 1.5 s with respect to the presentation time of the second visual stimulus (i.e., the
time instant where the stimulus with the word to be pronounced is shown on the screen)
were extracted. These epochs were selected because they include a pre-stimulus interval
where the participant is only focusing attention on the screen with no pronunciation and
a post-stimulus interval that encompasses the pronunciation of the word. Independent
component analysis (ICA) was performed and then the EEG was reconstructed by zeroing
components associated with artifacts such as blinking, heart activity, and muscle activity.
Artifact components were selected based on visual inspection and four or less components
were ruled out. A detailed description of the parameters and methods used in the im-
plementation of ICA, as well as its limitations and challenges, is shown in Appendix A.
Noisy epochs were then identified and discarded by applying a threshold-based algorithm
according to the following conditions of the data distribution. An epoch was considered as
noisy if, in at least one of the electrodes, the peak-to-peak voltage was greater than 150 µV
or the standard deviation was greater than 20 µV.
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2.3. Classification Scenarios

The recognition of words during overt speech from EEG signals was investigated in
four classification scenarios, the first three being bi-class and the last multiclass (5 classes).
These classification scenarios are described below.

• Attention vs. Pronunciation. The objective in this scenario was to discriminate between
no pronunciation at all and pronounced words regardless of the words. For the
first class, EEG signals in the time segment from −1.5 s to 0 s were used, while for
the second class, EEG signals in the time segment from 0 to 1.5 s were used. In a
participant where no trials were removed, the number of trials in this scenario was
200 for each class. This classification scenario is significant because of the ability to
discriminate between segments where pronunciation is present and where it is not.
It serves as the initial step in developing a system that decodes attempted speech in
patients with speech impairments.

• Short words vs. Long words. In this scenario, we studied the classification between two
groups of words according to their length: short and long. The short word group
corresponded to the words of one syllable, si and no, while the long word group
corresponded to two-syllable words, agua and dormir. In a participant where no trials
were removed, the number of trials in this scenario was 80 for each class. The aim was
to determine if it is possible to distinguish between short and long words since, in this
case, the short words correspond to answers to binary questions.

• Word vs. Word. Here, we investigated the classification between all possible pairs of
words (ten different bi-class situations, since we have 5 words). The objective was
to determine which pairs of words can and cannot be discriminated from the EEG
signals. In a participant where no trials were removed, the number of trials in this
scenario was 40 for each class.

• All words. The objective in this scenario was to study the recognition between the
five words; therefore, this is a multiclass classification with five classes. In a partici-
pant where no trials were removed, the number of trials in this scenario was 40 for
each class.

Note that in the classification scenarios of Word vs. Word, Short words vs. Long words,
and All words, only the time segment from 0 s to 1.5 s was used because it corresponds to
the EEG signals of the pronunciation of the words.

2.4. Classification Methods

To investigate the classification of overt speech using EEG signals, we employed two
machine learning-based approaches. In the first, we used time-domain and frequency-
domain feature extraction techniques commonly used in EEG signals, in combination
with classification methods. In this case, we explored different combinations of them, and
here we report the results of the combination that provided the best performance: power
spectral-based features and a support vector machine. In the second approach, we used a
convolutional neural network model named EEGNet, which was specially designed for the
classification of EEG signals.

2.4.1. Feature Extraction and Classifier

The power spectral density (PSD) of EEG frequency bands was used as features. PSD
is a widely recognized feature extraction method in EEG-based classification. This is be-
cause power spectral variations occur in numerous scenarios, including motor tasks [9]
and cognitive tasks [35]. In specific, we used the PSD of six frequency bands: delta
(1–4 Hz), theta (4–7 Hz), alpha (8–13 Hz), low-beta (12–15 Hz), mid-beta (15–20 Hz), and
high-beta (18–30 Hz). Using data windows of 1.5 s duration, the PSD was computed
using the multitaper fast Fourier transform method, a technique designed to estimate the
spectral representation of a system based on finite observations [36]. Multitaper methods
are powerful for performing spectral analysis of short data segments [37]. The Hann (or
Hanning) window operation was applied to each data window. The PSD was calculated
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for each of the six frequency bands at a resolution of 0.5 Hz. Subsequently, the mean PSD
was computed across the range of each band. Therefore, the resulting feature vector is
x ∈ R(Nbands ·NChannels)×1, where Nbands = 6 is the number of frequency bands and
NChannels = 32 is the number of EEG channels, that is, the dimension of the feature vector
is Nbands · NChannels = 192. To obtain a low-dimensional representation of the feature vec-
tor but with high discriminatory power, we use a feature selection method based on the
F-statistic [38] to select the 50 best-ranked features. Therefore, the final dimension of the
vector is (1, 50). Hence, the final dimension of the feature vector provided to the classifier is
50. Data preprocessing and feature extraction were carried out in the FieldTrip toolbox of
MATLAB R2022a.

The classification was performed with support vector machines (SVMs) implemented
in scikit-learn in Python [39], using a linear kernel with a regularization parameter of 1.
The SVM is a binary classifier; however, it can be extended by merging several types
into a multiclass classifier by implementing the one-versus-one approach [40]. SVM is an
algorithm that has shown effective results in EEG signal applications [14,15,22,23], and it
is also one of the most popular machine learning algorithms used to decode speech from
EEG signals [41]. Therefore, we define the method that uses feature extraction based on
power spectral density, and for classification, it employs support vector machines, as the
PSD + SVM method.

2.4.2. EEGNet

EEGNet is a compact convolutional neural network architecture for EEG-based BCIs,
which can be used for different BCI paradigms and trained with a very limited amount of
data, capturing patterns in EEG signals in time and space [42].

Network Architecture and Hyperparameters

The EEGNet architecture (see Figure 3) is composed of three blocks; the first consists of
a two-step convolutional sequence. It starts with a temporal convolution to learn frequency
filters. For the first step of the block, we used F1 = 6 for bi-class classification and F1 = 8 for
multiclass classification (5 classes), where F1 is the number of temporary filters with a kernel
size of (1, 128), that is, half of the sampling rate. The second step is a depthwise convolution
to learn spatial filters for each temporal filter to extract frequency-specific spatial filters
efficiently. The size is (C, 1), with C defined as the number of channels; therefore, C = 32.
The depth parameter D is set to D = 2, which is the number of spatial filters to learn
within each temporal convolution. This part of the first block (the combination of temporal
filtering with spatial filtering) is inspired by the filter-bank common spatial pattern (FBCSP)
algorithm [43]. Subsequently, batch normalization is applied between the dimension of
the feature maps before applying the exponential linear unit (ELU) nonlinearity and the
dropout layer to regularize the model, with a probability set at 0.85. The block ends with
an average pooling layer of size (1, 4) to reduce the sampling rate of the signal to 64 Hz.

The second block is composed of a separable convolution formed by the combination
of a deep convolution (size (1, 16)) and a point-wise convolution, with F2 = F1 ∗ D, where
F2 is the number of point filters to learn. As in the previous block, batch normalization is
applied to the entire dimension of the feature maps obtained from the separable convolution.
Then, the exponential linear unit (ELU) nonlinearity activation layer, and the dropout layer
to regularize the model, with a probability set at 0.85, are used. Those layers are followed
by average pooling, set to a size of (1, 8) to reduce dimension. The third block corresponds
to the classification made with the softmax function explained below. Detailed network
information is available at [42].
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Figure 3. Architecture of the convolutional neural network EEGNet.

Network Training and Classification

The input vector to the EEGNet has dimension x ∈ R(NChannels ·NSamples), where NChannels = 32
is the number of EEG channels and NSamples is the number of samples in each time window.
NSamples = 385 is the number of samples in 1.5 s of the signal. The training was carried out
intra-subject, which means that one model was made per subject. A softmax layer with N
units is used in the classification block, where N is the number of classes; therefore, N = 2
and N = 5, respectively. The softmax function gn(T) assigns a probability to each class
based on the values of the vector of outputs T [44], expressed as follows:

gn(T) =
eTn

∑N
l=1 eTl

. (1)

We use Google Colab GPUs to train the network developed in Tensorflow using Keras
API. The training was performed for each subject, and the number of epochs was 200 for
bi-class classification and 300 for multiclass classification. These values were determined
by visualizing the learning curves for both accuracy and loss. This curve illustrates how
performance on the training and validation sets changes as one progresses through the
epochs. The Adam optimizer and the categorical cross-entropy loss function were used to
fit the model.

2.5. Validation Procedure and Performance Metrics

In each one of the four classification scenarios (i.e., Attention vs. Pronunciation, Short
words vs. Long words, Word vs. Word, and All words), we assessed performance through the
following procedure. Five cross-validation folds were implemented to train and test the
classification methods. In detail, the set of features was split into five groups. Then, features
from four groups were taken as the train dataset to tune the classification models, while
features in the remaining group were used as the test dataset to compute the performance
metrics. This procedure was repeated five times, taking a different group as training
and testing datasets each time. Note that train and test datasets are always mutually
exclusive. The procedure was carried out intra-subject, which means that the procedure
was performed independently with the data of each participant.

To assess performance, we computed the following metrics:
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i. The total classification accuracy represents the fraction of correctly classified instances
in the test set [45], and it is defined as follows:

AccT( f ) =
1
|T|

|T|

∑
i=1

I( f (xi) = yi), (2)

where |T| is the total number of samples in the test dataset T, I(a) is the indicator
function, which is equal to 1 if the predicted class a is true, and 0 otherwise, f (xi) is
the label predicted to the example xi by the model f for the i-th sample, and yi is the
true label for the i-th sample.

ii. Recall by class or Recallclass is the number of elements correctly classified in that
class divided by the total number of elements that should have been classified in that
class, that is, the performance of the model when detecting that class. This is defined
as follows:

Recallclassc =
∑
|T|
i=1 I(yi = c ∧ f (xi) = c)

∑
|T|
i=1 I(yi = c)

(3)

where c is the specific class for which the recall or precision is computed.
iii. Precision by class or Precisionclass is the number of elements correctly classified in

that class divided by the total number of elements classified as belonging to that
class. It indicates how reliable our model is in predicting a specific class. It is defined
as follows:

Precisionclassc =
∑
|T|
i=1 I(yi = c ∧ f (xi) = c)

∑
|T|
i=1 I( f (xi) = c)

(4)

These metrics were computed for each fold, and then the mean and standard deviation
can be computed.

The Wilcoxon signed-rank test was performed to assess whether there were significant
differences between the results obtained in each of the methods. To determine if there was
a class that was better recognized by the method, a Friedman test was performed between
the recalls and the precisions of each class for each method. To determine between which
classes these significant differences exist, the Nemenyi post hoc test was performed. The
Wilcoxon signed-rank test serves as a non-parametric substitute for the paired t-test. It
assesses the performance differences between two classifiers on each dataset by ranking
these differences without considering their signs. Then, it evaluates the ranks of the
positive and negative differences. The Friedman test is a non-parametric statistical test that
compares three or more paired or related groups on an ordinal or continuous variable. It
is a non-parametric counterpart to the repeated-measures ANOVA. For each dataset, it
ranks algorithms, giving the highest-performing one a rank of 1 and assigning subsequent
ranks to the others. The Nemenyi post hoc test is employed alongside the Friedman test to
compare all classifiers against each other. It assesses whether the average rankings of two
classifiers show significant differences [46].

3. Results

Here we present the classification results achieved with both classification methods,
PSD + SVM and EEGNet, in the four classification scenarios, Attention vs. Pronunciation,
Short words vs. Long words, Word vs. Word, and All words. The models are trained and tested
per participant.

3.1. Bi-Class: Attention vs. Pronunciation

Figure 4 shows the across-all-participants distributions of classification accuracy, recall
per class, and precision per class metrics achieved with both classification methods. These
results show that the distributions of all performance metrics present median values
around or even greater than 90%. As a summary of these classification results, the mean
and standard deviation values derived from each metric and classification method are
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presented in Table 1. Regarding the precision per class, the two methods have similar rates
of correct positive predictions in relation to the total number of positive predictions the
method makes for both classes (mean values around 91%).

Figure 4. Distribution of classification accuracy, recall per class, and precision per class obtained
with the PSD + SVM and EEGNet methods in the classification scenario Attention vs. Pronunciation.
The diamonds represent outliers. In all performance metrics, no significant differences were found
between the two classification methods (Wilcoxon signed-rank test, p > 0.01).

Table 1. Mean and standard deviation of classification accuracy, recall per class, and precision per
class obtained with the PSD + SVM and EEGNet methods in the classification scenario Attention vs.
Pronunciation.

Method Accuracy Recallclass1 Recallclass2 Precisionclass1 Precisionclass2

PSD + SVM 91.04 ± 5.82% 91.30 ± 6.42% 90.79 ± 5.64% 90.82 ± 5.75% 91.34 ± 6.10%
EEGNet 90.69 ± 5.21% 89.80 ± 7.16% 91.59 ± 5.69% 91.58 ± 5.24% 90.26 ± 6.35%

In addition, the classification metrics were also computed and analyzed separately for
each participant, and the results showed that all of them achieved accuracies greater than
70%, with the baseline chance level being 50% (see Figure A1 in Appendix B). Similarly, the
recall and precision per class also showed performance greater than 70% in all participants
in the two methods.

3.2. Bi-Class: Short Words vs. Long Words

In this classification scenario, one-syllable words were categorized as class 1 (short
words), while two-syllable words were designated as class 2 (long words). Figure 5 displays
the distributions of classification accuracy, recall for each class, and precision for each class
across all participants for both methods. Table 2 presents the mean and standard deviation
for each metric.

In addition to analyzing metrics across all participants, we evaluated accuracy per
participant. Using EEGNet, some participants achieved an accuracy rate of 90%, whereas,
with PSD + SVM, they exceeded 80% (see Figure A2 in Appendix B). Employing the
PSD + SVM method, only one participant (P10) registered an accuracy below this thresh-
old. In the majority of cases, EEGNet demonstrated superior performance over the
PSD + SVM method.
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Figure 5. Distribution of classification accuracy, recall per class, and precision per class obtained with
the PSD + SVM and EEGNet methods in the classification scenario Short words vs. Long words. In
all performance metrics, significant differences were found between the two classification methods
(Wilcoxon signed-rank test, p < 0.01).

Table 2. Mean and standard deviation of classification accuracy, recall per class, and precision per
class obtained with the PSD + SVM and EEGNet methods in the classification scenario Short words vs.
Long words.

Method Accuracy Recallclass1 Recallclass2 Precisionclass1 Precisionclass2

PSD + SVM 65.72 ± 9.56% 68.23 ± 9.58% 63.02 ± 10.92% 65.43 ± 9.27% 66.01 ± 10.02%
EEGNet 73.91 ± 10.04% 75.05 ± 9.57% 72.75 ± 12.57% 74.21 ± 10.88% 74.00 ± 10.03%

3.3. Bi-Class: Word vs. Word

In this classification scenario, we identify the word pairs that are easiest and most
challenging to recognize. Figure 6 provides a comparative analysis of the accuracy distribu-
tions obtained between the EEGNet and PSD + SVM methods across different word pair
combinations. Table 3 displays the mean results for accuracy, recall by class, and precision
by class for all possible combinations among the five words. For the PSD + SVM method,
the average accuracies ranged from 63.02 ± 11.13% to 73.97 ± 13.58%. With EEGNet, all
average accuracies exceeded 70%, reaching up to 81.23 ± 10.47% in the si vs. agua pair.

3.4. Multiclass: All Words

The final classification scenario was multiclass, where each class corresponded to one
of the five words under consideration. Figure 7 displays the distributions of classification
accuracy, recall by class, and precision by class across all participants for each word, using
both classification methods. Table 4 provides the average results for total accuracy, recall
by class, and precision by class for each method. Using EEGNet, an average accuracy of
54.87 ± 14.51% was achieved, while PSD + SVM obtained 41.78 ± 13.34%, with 20% of
baseline chance level. According to the Friedman test (p > 0.01), using EEGNet yielded
no significant differences between the recalls and precisions of each class. However, with
PSD + SVM, certain classes were more easily recognized than others (Friedman test, recall
and precision per class: p < 0.01). To identify the classes between which these significant
differences existed, the Nemenyi post hoc test (p < 0.01) was conducted. It was found that
the word si had greater recall than dormir, and similarly, agua had greater recall than dormir.
In terms of precision, si was detected better than the word agua, which in turn was detected
with more precision than no and dormir. These findings suggest that with this method,
certain words are more effectively captured by the model compared to others. Additionally,
classification metrics were computed and analyzed individually for each participant. Using
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EEGNet, accuracy rates ranged from 30% to 80%, whereas with PSD + SVM, they varied
from approximately 20% to 70% (see Figure A3 in Appendix B).

Figure 6. Distribution of classification accuracy for each word pair obtained with the PSD + SVM
and EEGNet methods in the classification scenario Word vs. Word. The diamonds represent outliers.
In eight out of the ten word pair classifications, significant differences were found between the two
classification methods (Wilcoxon signed-rank test, p < 0.01).

Table 3. Mean and standard deviation of classification accuracy, recall per class, and precision per class
obtained with the PSD + SVM and EEGNet methods in the classification of pairs of words. 1 = si vs.
no, 2 = si vs. agua, 3 = si vs. comida, 4 = si vs. dormir, 5 = no vs. agua, 6 = no vs. comida, 7 = no vs. dormir,
8 = agua vs. comida, 9 = agua vs. dormir, and 10 = comida vs. dormir.

Method Accuracy Recallclass1 Recallclass2 Precisionclass1 Precisionclass2

PSD + SVM1 64.56 ± 11.69% 65.12 ± 12.59% 63.97 ± 13.31% 64.95 ± 11.60% 64.37 ± 12.11%
EEGNet1 76.61 ± 10.78% 77.18 ± 11.44% 76.01 ± 13.00% 77.07 ± 11.18% 76.71 ± 11.25%

PSD + SVM2 73.13 ± 11.43% 75.10 ± 11.46% 70.95 ± 13.12% 73.26 ± 11.72% 73.31 ± 11.60%
EEGNet2 81.23 ± 10.47% 81.96 ± 10.07% 80.26 ± 14.20% 82.26 ± 10.84% 80.61 ± 11.46%

PSD + SVM3 68.32 ± 11.80% 69.11 ± 11.60% 67.60 ± 13.49% 68.24 ± 12.53% 68.63 ± 11.56%
EEGNet3 76.24 ± 11.42% 76.37 ± 12.35% 76.06 ± 12.99% 76.38 ± 11.96% 76.69 ± 11.90%

PSD + SVM4 73.85 ± 11.29% 75.36 ± 10.91% 72.08 ± 14.19% 74.47 ± 11.89% 73.38 ± 11.26%
EEGNet4 80.76 ± 10.28% 81.69 ± 9.63% 79.76 ± 13.93% 81.57 ± 10.92% 80.24 ± 10.82%

PSD + SVM5 73.97 ± 13.58% 74.94 ± 14.11% 72.92 ± 14.10% 73.00 ± 13.37% 74.05 ± 13.88%
EEGNet5 76.54 ± 11.77% 76.63 ± 10.71% 76.47 ± 15.71% 78.08 ± 13.00% 75.71 ± 11.96%

PSD + SVM6 68.51 ± 12.04% 67.87 ± 13.02% 68.98 ± 12.86% 68.28 ± 12.31% 68.88 ± 12.18%
EEGNet6 80.13 ± 10.74% 78.63 ± 12.34% 81.44 ± 11.58% 80.53 ± 11.87% 80.02 ± 10.20%

PSD + SVM7 63.08 ± 11.77% 63.10 ± 13.40% 62.99 ± 12.27% 62.66 ± 12.39% 63.65 ± 11.42%
EEGNet7 78.74 ± 12.55% 76.82 ± 15.65% 80.06 ± 12.35% 78.38 ± 13.38% 79.38 ± 12.85%

PSD + SVM8 73.48 ± 14.76% 71.14 ± 16.33% 75.49 ± 13.93% 73.26 ± 15.45% 73.57 ± 14.42%
EEGNet8 78.74 ± 12.56% 76.82 ± 12.34% 81.44 ± 11.58% 80.53 ± 11.87% 80.02 ± 10.20%

PSD + SVM9 73.10 ± 13.30% 70.28 ± 15.19% 75.60 ± 13.02% 73.24 ± 14.40% 72.96 ± 12.72%
EEGNet9 78.41 ± 11.95% 77.95 ± 14.34% 78.79 ± 12.01% 77.71 ± 12.68% 79.44 ± 12.03%

PSD + SVM10 63.02 ± 11.13% 62.97 ± 12.87% 63.06 ± 11.11% 63.11 ± 11.29% 63.06 ± 11.42%
EEGNet10 71.20 ± 11.68% 71.32 ± 14.68% 71.01 ± 11.40% 71.04 ± 12.19% 71.69 ± 11.88%
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Figure 7. Distribution of classification accuracy, recall per class, and precision per class obtained with
the PSD + SVM and EEGNet methods in the classification scenario multiclass. The diamonds represent
outliers. In nine of the eleven computed performance metrics, significant differences were found
between the two classification methods (Wilcoxon signed-rank test, p < 0.01): class1 = si, class2 = no,
class3 = agua, class4 = comida, and class5 = dormir.

Table 4. Mean and standard deviation of classification accuracy, recall per class, and precision per
class obtained with the PSD + SVM and EEGNet methods in the multiclass classification: class1 = si,
class2 = no, class3 = agua, class4 = comida, and class5 = dormir.

Method Accuracy Recallclass1 Recallclass2 Recallclass3 Recallclass4

PSD + SVM 41.78 ± 13.34% 46.55 ± 14.20% 39.48 ± 15.62% 49.97 ± 20.06% 40.31 ± 16.44%
EEGNet 54.87 ± 14.51% 56.33 ± 17.68% 55.63 ± 20.57% 57.47 ± 22.22% 54.79 ± 19.40%

Recallclass5 Precisionclass1 Precisionclass2 Precisionclass3 Precisionclass4 Precisionclass5

33.01 ± 16.30% 39.02 ± 11.88% 36.69 ± 16.51% 54.32 ± 20.05% 43.53 ± 17.25% 38.40 ± 16.06%
50.16 ± 18.31% 55.00 ± 14.06% 52.24 ± 19.13% 60.60 ± 20.71% 54.07 ± 16.19% 52.63 ± 14.78%

4. Discussion

To carry out this work, we acquired a database of EEG signals during the pronunciation
of five words in the speech of 28 healthy participants. This study presents a comparative
analysis of two classification methods employed in decoding spoken words from EEG sig-
nals. Additionally, EEG signal processing and conditioning techniques are also discussed.
In the first approach, spectral power features across various frequency bands are calculated
to construct a feature vector, which subsequently serves as the input for an SVM classifier.
In contrast, the second approach utilizes a convolutional neural network designed for
EEG-based BCIs, allowing the data to be directly inputted into the model without prior
feature extraction. In three of the four classification scenarios, the EEGNet method demon-
strated superior performance compared to PSD + SVM. Furthermore, specific words or
pairs of words were identified that demonstrate better classification accuracy than others,
providing valuable insights for the development of BCIs aimed at assisting individuals
with speech impairments.

Classifying between the attention segment and the pronunciation segment is the
initial step in developing a brain–computer interface that operates based on attempted
speech. The best performance was achieved in the classification scenario Attention vs.
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Pronunciation, attaining an average accuracy of 91.04 ± 5.82% using PSD + SVM (see
Table 1). The performance between the two classification methods was not significantly
different in any of the performance metrics, as assessed using the Wilcoxon signed-rank
test (accuracy: p = 0.582; recall class 1: p = 0.304; recall class 2: p = 0.166; precision class
1: p = 0.186; and precision class 2: p = 0.399). The recall per class is similar for the two
classes and the two methods with mean values around 90%, indicating that the models are
equally capable of correctly identifying the instances of both classes compared to the total
instances of those classes. Altogether, these results show the possibility of discriminating
between no pronunciation and pronounced words from EEG signals regardless of the
classification method. In [47], using an artificial neural network (ANN), an average accuracy
of 75.7% ± 9.6 was achieved in the classification of trials for imagined speech vs. rest;
although the task differed, the two works have the same study objective. The sample size
is believed to have influenced performance across binary classification scenarios (with
200, 80, and 40 trials per class); however, to confirm this, additional data collection or trial
reduction in specific scenarios would be necessary.

Starting from the Short words vs. Long words scenario, EEGNet significantly outper-
formed PSD + SVM by approximately 8% (Wilcoxon signed-rank test, p < 0.01). An average
accuracy of 73.91 ± 10.04% was achieved with EEGNet, compared to 65.72 ± 9.56% with
PSD + SVM (see Table 2). Statistically significant differences were observed between the
performances of the two methods across all evaluated metrics (Wilcoxon signed-rank test,
p < 0.01). Notably, only the PSD + SVM method demonstrated significant differences
between the recalls of each class (Wilcoxon signed-rank test, p < 0.01), suggesting that this
method more readily identifies class 1 (short words) compared to class 2 (long words).
Although EEGNet outperformed PSD + SVM, the results indicate that, regardless of the
chosen method, it is possible to distinguish between short and long words. In [26], they
use a CNN to classify between verbs and nouns of imagined speech and obtain an aver-
age accuracy of 93.8%, indicating that there is still ample room for improvements in this
two-class classification.

Classifying one word against another serves as a starting point for the development
of a binary BCI, for example, where decoding between the words si and no would enable
responses to binary questions. Additionally, this also identifies which pairs of words are
better decoded. In the Word vs. Word classification scenario, our findings suggest that
EEGNet consistently outperforms PSD + SVM across all word pair combinations. Using
PSD + SVM, the medians of the accuracies for all word pairs were above or very close to
60% and, in half of the cases, exceeded 70%. In contrast, with EEGNet, the medians of the
accuracies were above 70% and, in some instances, surpassed 80%. Significant differences
were observed in the performance between the two classification methods for eight out of
the ten word pair classifications, as determined by the Wilcoxon signed-rank test. However,
these differences were not statistically significant in the pairs no vs. agua and agua vs. comida
(accuracy no vs. agua: p = 0.130; accuracy agua vs. comida: p = 0.066). In [29], the highest
accuracy achieved per word pair was 64.55% using a deep CNN. In contrast, using EEGNet,
we achieved an average accuracy of 81.23 ± 10.47% for the word pair si vs. agua, while
using PSD + SVM, an accuracy of 73.97 ± 13.58% was attained for the pair no vs. agua (see
Table 3). Furthermore, using EEGNet, we obtained an average accuracy of 76.61 ± 10.78%
in the classification of si vs. no, a notable improvement from 63.2% ± 6.4 reported in [47] for
the classification of yes vs. no. It is also important to highlight that significant differences
between recalls were found when using PSD + SVM, specifically between the word pairs
agua vs. comida and agua vs. dormir, with better recognition for the words comida and dormir.
This suggests that while both methods can classify between word pairs, EEGNet provides
a more balanced performance than PSD + SVM.

The final classification scenario was multi-class, wherein each of the five words consti-
tuted a separate class. The best performance was achieved using EEGNet, with an average
accuracy of 54.87 ± 14.51% (see Table 4), reaching up to 80% accuracy in some participants.
In contrast, for the PSD + SVM method, the average accuracy obtained was 41.78 ± 13.34%,
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with some participants achieving an accuracy of up to 70% (see Figure A3 in Appendix B).
In this classification scenario, a broader range of accuracy values was observed compared to
previous scenarios (30–80% for EEGNet and 20–70% for PSD + SVM). This is likely because
the chance level is lower in this multi-class scenario compared to the binary class scenarios
(20% and 50%, respectively), and the complexity increases with more classes. In nine out of
eleven calculated metrics, EEGNet significantly outperformed PSD + SVM. Surprisingly,
for the word agua, no significant difference in recall and precision was observed between
the two methods (Wilcoxon signed-rank test, p > 0.01). As in the previous two binary
class scenarios, the PSD + SVM method showed significant differences in class-wise recall
and precision (Friedman test, recall and precision per class: p < 0.01). According to the
Nemenyi post hoc test (p < 0.01), si and agua were recognized more effectively (higher
recall) than dormir. Additionally, si was detected with greater precision than agua, which in
turn had higher precision than both no and dormir. These collective results demonstrate
the feasibility of discriminating between five Spanish words from EEG signals using a
convolutional neural network such as EEGNet.

One of the limitations of this study is the low spatial resolution of EEG signals, which
we aim to compensate for through increased signal processing, acquiring more data for
training, or testing different classification algorithms. In general terms, regarding the
classification results obtained, there is a need to improve the performance of the models
to achieve online application in patients with ALS. Thus, for future work, we plan to
evaluate additional feature extraction algorithms, such as common spatial patterns, to
identify a set of spatial patterns (i.e., electrode combinations) that maximize the differences
between classes. Subsequently, we intend to compare this performance with that of EEGNet,
which incorporates this methodology in one of its stages, and with other deep learning
algorithms. Although it is already possible to decode online attempted speech in a patient
with anarthria [19] or imagined speech in a patient with epilepsy [21], we aim to accomplish
this by using a non-invasive method like EEG. Given that the average life expectancy for
ALS patients is 2 to 5 years from the onset of the disease [48], and in [19], the study
took 81 weeks, this represents a significant portion of the time of the target group (ALS
patients) in terms of average life expectancy, in addition to the risks and costs associated
with invasive methods. By focusing on spoken speech instead of imagined speech, we
aim to leverage the planning and execution mechanisms in the language process. While
we are aware that patients may not be able to execute speech in the same way as healthy
participants, the next step in our research is to test the models proposed here on patient data
while they attempt speech and fine-tune them until acceptable performance is achieved.
This work presents promising results in using convolutional neural networks like EEGNet
for decoding words from EEG signals. This preliminary study provides a foundation for a
subsequent study to perform the decoding of attempted speech in ALS patients using a
non-invasive method such as EEG.

5. Conclusions

In this study, we acquired an EEG dataset from 28 healthy participants pronouncing
five Spanish words. A comparative analysis of two classification methods, PSD + SVM and
EEGNet, was presented. The latter is a convolutional neural network designed explicitly
for EEG-based brain–computer interfaces. In three of the four classification scenarios,
EEGNet demonstrated superior performance compared to the PSD + SVM method. In all
classification scenarios, it was shown that it is possible to distinguish between the different
classes using EEG signals.

We obtained the best performance by classifying the attention segment concerning
the speech segment, exceeding 90% accuracy in both methods. Although EEGNet outper-
formed PSD + SVM in the multiclass classification, the task presented challenges due to
increased classes. Nonetheless, the results indicate the feasibility of discriminating between
five Spanish words using EEG and EEGNet. Significant differences between decoding
different words or groups of words were found only using the PSD + SVM method.
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One of the limitations of using EEG is the low spatial resolution of signals. To improve
this, it is proposed as future work to explore additional feature extraction algorithms and
compare the performance with EEGNet and other deep learning algorithms. While it is
already feasible to decode online attempted speech in patients with anarthria or imagined
speech in epilepsy patients, the aim is to achieve this using a non-invasive method like EEG.
Given the limited average lifespan for ALS patients, it is crucial to develop efficient non-
invasive methods. In summary, this preliminary study has demonstrated the feasibility and
potential of using convolutional neural networks, such as EEGNet, to decode words from
EEG signals. These findings lay the foundation for future research to develop non-invasive
brain–computer interfaces based on attempted speech, especially for patients with ALS.
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SSVEP Steady-state visually evoked potential
SVM Support vector machine

Appendix A. ICA Implementation

For the signal component decomposition, we chose the ICA implementation known
as runica from the FieldTrip toolbox in MATLAB. This implementation is a variant of
InfomaxICA, which is a popular and widely used technique for EEG signal decomposition.
Table A1 summarizes the parameter values used in the implementation.

Components corresponding to artifacts were identified through visual inspection
of topographies and power spectra. For instance, an eye movement artifact presents a
strong frontal signal. According to [49], the highest voltage peak corresponding to EEG
signal contaminated by muscular activity in gesture movements is around 30 Hz. Even
though the data were filtered from 1–30 Hz and the motion-related signal was substantially
reduced, muscular components were detected in the EEG signal. A muscular artifact was
observed as increased power at high frequencies, primarily in the temporal channels and
their vicinity. We acknowledge that visual identification of artifacts can carry a degree of
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subjectivity. Although we followed a strict protocol, the inter-individual variability in EEG
signals can pose challenges in accurately identifying artifacts.

Table A1. Parameters used for ICA implementation.

Parameter Value

numcomponent Number of channels
pca No dimensionality reduction performed

approach ‘extended’
g ‘tanh’

stopping 1× 10−6

maxsteps 512
lrate ‘auto’

weights Initialized based on data
sphere Initialized based on data

Appendix B. Classification Results per Participant

Below are the accuracies calculated for each of the participants with the two methods.

Appendix B.1. Bi-Class: Attention vs. Pronunciation

Figure A1. Accuracy results per participant by each method in classifying the attention vs. speech
segment. The dotted black line corresponds to the level of chance (50%).

Appendix B.2. Bi-Class: Short Words vs. Long Words

Figure A2. Accuracy results per participant by each method in classifying short words vs. long
words. The dotted black line corresponds to the level of chance (50%).
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Appendix B.3. Multiclass: All Words

Figure A3. Accuracy results per participant by each method in multiclass classification. The dotted
black line corresponds to the level of chance (20%).
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