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Abstract: In this paper, the robust stabilization for the networked microgrid system is presented.
A microgrid implements master-slave control architecture where the communication channel is
utilized to exchange the reference current signals. With this structure, a time delay exists in the
reference control signal which may lead to instability. The analysis of the control strategy is carried
out in dq reference frame. The microgrid is constituted by PV and wind energy sources supplying a
load through voltage source inverters. The stochastic nature of renewable energy sources introduces
uncertainties which can be represented as fluctuations in the voltage and the current. The main
contribution of the paper is formulating the controller design of the microgrid with communication
delay and uncertainties in the model as H∞ control problem and Lyapunov–Krasovskii functional is
utilized to develop stability criterion in bilinear matrix inequality form. Grey wolf optimizer is used
to minimize the performance index and derive the stabilizing controller. The microgrid performance
is tested through simulation using the time-varying nonlinear model of the microgrid. The results
prove that satisfactory current and power-sharing are attained even with the existence of time delays
and uncertainties.

Keywords: AC microgrid; communication delay; GWO; H∞; Lyapunov–Krasovskii; control strategy;
parallel inverter; robust stability; SVPWM; uncertainty

1. Introduction

Sustainable energy is a promising solution for major challenges such as global warm-
ing, increasing demands for energy, and insufficiency of fossil fuel. Sustainable power
systems are constructed of renewable energy sources, which include microturbines, pho-
tovoltaic (PV) panels, wind farms, fuel cells, combining heat and power units, etc., see
Figure 1. To make full use of the renewable energies and build a sustainable power system,
distributed generation (DG) is implemented. Because DG generates power near the con-
sumers, the transmission line losses are reduced and the need for expanding the power
system infrastructure will be avoided. However, the power generated from renewable en-
ergy is uncertain. This uncertainty may affect the stability of the grid. The idea of Microgrid
is being studied and developed by many researchers to eliminate the disadvantages of DGs.
Microgrid is a unique entity which is constructed from DGs, storage units, coordinated by
a control system through communication channel. Communication system is responsible
for the communication between microgrid and the energy management system, in case
of communication-based control strategy of the MG [1–3]. The control of the microgrid
remains one of the utmost challenges facing widespread application. Master-slave control
strategy has attracted many researchers because of the distribution of the control tasks
among the units. Moreover, the single point of failure can be eliminated. Besides that, the
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current sharing is improved with proper controller design. In this paper, the master-slave
control scheme is implemented. This control strategy is implemented by assigning one
of the inverters as a master inverter and the other inverters as slaves. A communication
network is used in this strategy which creates a networked distributed system [4]. The
microgrid under study consists of PV array connected to the bus through DC-DC converter
and an inverter, and a wind turbine with a permanent synchronous generator connected
to the bus through a rectifier and an inverter. This system has been investigate in [4–10];
however, the impacts of the uncertainties in the renewable energy generation has not been
taken into account. The time delay present in the control loop in addition to the uncertainty
brings many challenges to the controller design. In the next section we review some of the
results published in the literature.
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Figure 1. A hybrid microgrid with n-parallel inverters.

Authors in [11] used a broadcast gossip algorithm in their proposed control scheme
to guarantee the average value of the voltage generated from distributed energy sources
to be regular. Authors in [12,13] considered communication delays and slow switching
topologies in their proposals. In [12], a dual agent distributed cooperative method aimed
at a dc MG to assure a voltage regulation was proposed. In [13], a distributed cooperative
control strategy for dc microgrid is proposed. Authors in [14] used extreme learning ma-
chine (ELM) algorithm to get precise power compensation under abnormal communication
delay (ACD). To regulate the voltage and the power of microgrid instantaneously, authors
in [15] synthetized a multiagent controller while wireless communication is used between
parallel inverters. To eliminate the adverse effects of delays, authors in [16] determined
the time delays by implementing a controller based on a sliding mode estimation. Authors
in [17] used the solution of delayed deferential equations to compute the allowable delay
for distributed secondary control algorithm. Authors in [18] implement a control strategy
based on distributed iterative event triggered for microgrid to reduce the communication.
Authors in [19] designed a consensus-based secondary control to handle the communi-
cation interruption problem (CIP) in the secondary control process of DERs using the
path reconstruction method. In [20], a strategy for triggering to overcome the delay in the
communication network is designed. To limit the communication delay impacts on the
system, the authors in [21] presented a control scheme for frequency restoration in islanded
AC microgrid. To improve the stability of the microgrid the virtual synchronous generator
method is implemented in [22]. Like in [19], event-triggered communication in [22] reduces
the communication resources.

In [23,24], active power sharing is the main objective using consensus-based dis-
tributed control. Both methods are robust to system parameter variations. However,
they both have limitations regarding communication delays and packets losses. Research
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in [25–32] dealt with the time varying delay using H∞ robust control theory. In [25], the
sliding-mode control and mixed H2/H∞ optimal control are used to stabilize the microgrid
with uncertainties. The multi-agent approach is presented in [26], where H∞ is imple-
mented. In [27], H∞ and µ synthesis are used to achieve the robustness of the frequency in
an islanding microgrid. In [28], a delay-dependent robust stability-based H∞ is used to im-
prove the voltage performance. The virtual inertia with PLL is implemented in [29]. An H∞
is compared with the conventional and optimal PI virtual inertia control, and it is reported
that performance of the H∞ is superior. In [30], the robust virtual inertia control with a
coefficient diagram method is applied to islanding microgrid. The resilience H∞ is applied
in [31]. The robustness of these techniques to delays and packets losses is enhanced. In
addition, these techniques are robust to system parameters variations. Research in [33–35]
consider constant delay where adaptive neural predictive control is used to increase the
robustness against communication delays and system parameters variations. In [36–41],
synchronization control is used for constant delay, where the robustness of the systems to
delay and packet losses is improved.

The focus of the paper is the robust stability of microgrid with variable time delay
and uncertainty affected by the renewable energy sources. The variable time delay makes
it challenging to analyze and design the microgrid. The main contribution of the paper
is formulating the controller design problem as H∞ problem, and applying Lyapunov–
Krasovskii functional (LKF) then a stability criterion is developed in the form of bilinear
matrix inequality (BMI). There are many intelligent optimization techniques that can be
utilized to solve such a problem. The grey wolf optimization (GWO) is implemented to
solve the BMIs and minimize the performance index. The paper is organized as follows:
Section 2 describes in detail the dynamic model of PV/wind microgrid. Section 3 introduces
the master-slave control strategy in the dq reference frame while Section 4 introduces the
robust controller design procedure along with solving the BMIs with the aid of GWO. In
Section 6, the proposed method is applied to two-inverters microgrid, and the performance
of the controller is proved using simulation where the nonlinear models of the inverters
are used.

2. The Dynamic Model of the Microgrid

The microgrid is based on renewable energy sources and power electronic converters,
where their models are nonlinear and time-varying system, and their analysis requires
advanced level of mathematics. The time average model of the microgrid is shown in
Figure 2. The analysis is carried out in the dq reference frame where the current and
voltage variables are transformed from abc rotating frame to dq reference frame using
Park’s transformation. According to [4,9], the states of the microgrid are described by the
linearized model as:

.
x = Ax(t) + Bu(t) (1)

where the states of the microgrid variables are augmented as x, the duty cycles are d, the
control input, u, w(t) is the exogenous disturbance, these vectors are given as:

x =
[
vd vq id1 iq1 id2 iq2 Vd Vq Id1 Iq1 Id2 Iq2]

T

u =
[
dd1 dq1 dd2 dq2]

T , w(t) =
[
w1(t) w2(t)]T

A, B are constructed as [4]:

A =

[
A11 A12
A21 A22

]
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A11 =



−1
RC ω 1

2C 0 1
2C 0

−ω −1
RC 0 1

2C 0 1
2C

−1
L1

0 0 ω 0 0
0 −1

L1
−ω 0 0 0

−1
L2

0 0 0 0 ω

0 −1
L2

0 0 −ω 0


A12 = 06X6

A21 =



ωLPF 0 0 0 0 0
0 ωLPF 0 0 0 0
0 0 ωLPF 0 0 0
0 0 0 ωLPF 0 0
0 0 0 0 ωLPF 0
0 0 0 0 0 ωLPF



A22 = −



ωLPF 0 0 0 0 0
0 ωLPF 0 0 0 0
0 0 ωLPF 0 0 0
0 0 0 ωLPF 0 0
0 0 0 0 ωLPF 0
0 0 0 0 0 ωLPF



B =


0 0 Vdc1

L1
0 0 0 0 0 0 0 0 0

0 0 0 Vdc1
L1

0 0 0 0 0 0 0 0
0 0 0 0 Vdc2

L2
0 0 0 0 0 0 0

0 0 0 0 0 Vdc2
L2

0 0 0 0 0 0


T

A11 =



−1
RC ω 1

2C 0 1
2C 0

−ω −1
RC 0 1

2C 0 1
2C

−1
L1

0 0 ω 0 0
0 −1

L1
−ω 0 0 0

−1
L2

0 0 0 0 ω

0 −1
L2

0 0 −ω 0


A12 = 06X6

A21 =



ωLPF 0 0 0 0 0
0 ωLPF 0 0 0 0
0 0 ωLPF 0 0 0
0 0 0 ωLPF 0 0
0 0 0 0 ωLPF 0
0 0 0 0 0 ωLPF



A22 = −



ωLPF 0 0 0 0 0
0 ωLPF 0 0 0 0
0 0 ωLPF 0 0 0
0 0 0 ωLPF 0 0
0 0 0 0 ωLPF 0
0 0 0 0 0 ωLPF



B =


0 0 Vdc1

L1
0 0 0 0 0 0 0 0 0

0 0 0 Vdc1
L1

0 0 0 0 0 0 0 0
0 0 0 0 Vdc2

L2
0 0 0 0 0 0 0

0 0 0 0 0 Vdc2
L2

0 0 0 0 0 0


T
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Figure 2. The dynamic model of the two parallel inverters.

The parameters in matrices A and B are given in Table 1.

Table 1. The parameters of the microgrid.

The Paramter Definition

id1 and id2
The direct component of the current of the first and the

second inverter

iq1 and iq2
The quadrature component of the current of the first and the

second inverter
C The capacitor in the filter

L1 and L2 The inductances of the filters
R The load resistance

vd and vq
The direct component and quadrature component of the

output voltage
Id1, Id2, Iq1, Iq2 Vd, and Vq The filtered currents and voltages

ω The radian frequency of the system
D The duty ratio

It should be noted that Vdc1 is the output voltage of the step-up DC/DC converter and
Vdc2 is the output voltage of the rectifier. The model of the PV panel is given as [10]:

I(T, G, V) =
(

G/Gnom Iph0

)
− (V + I · Rs)/Rsh −

([
exp(− Eg/Vs(1/T − 1/T1)

)(
T/T1)

3/n ISC(T1)

](
e(V+IRs)/nVth − 1

))
(2)

I(T, G, V) = Iph − Ish − ID (3)

The parameters in (2) and (3) are defined according to [42];

Iph(T) = Iph +
(
[1/(T2 − T1)]

(
Iph(T2)− Iph(T1)

)
(T − Tmeas) (4)

I0(T1) = ISC(T1)
/
(

exp(qVOC(T1)
/nkT1

)
−1) (5)

Rs(T) = −1/(I0(T1)
· q/nkT1 · e

qVOC(T1)
/nkT1)− dV/dIVOC (6)

Rsh = VOC/
(

Iph − I0[exp(qVOC/nkTmeas − 1]
)

(7)

Rsh(T) = (T/Tmeas)
αRsh (8)
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The parameters of the PV array are given in [10]. The model described by (2)–(8) is
implemented in Matlab/Simulink (2018b) where the PV source consists of 210 PV solar
panels. The PV array is arranged to have ten parallel branches, and each has 22 PV panels
connected in series [10]. The IV characteristics of the PV panel are given in [10]. The
mechanical power of the wind turbine is given by [43]:

Pm = 0.5ρaCpv3
w, with λ = ωR/vw (9)

where ρ is the density of air (Kg/m3), a is the area of the turbine blades (m2), R is the radius
of the blades, vw is the wind speed (m/s), ω is the rotational speed of the turbine blades
(rad/s). The power coefficient Cp is given as [43]:

Cp(λ) = c1

( c2

λ
− c4

)
e−c5/λ + c6λ (10)

where β is the pitch angle and λ is the tip speed. For this turbine, the maximum output
power is reached with λ = 8.1 and Cp = 0.48. The constants are given as: c6 = 0.0068,
c4 = 5, c3 = 0.4, c2 = 116, c2 = 116, c1 = 0.5176 [43]. The wind turbine rated power and rated
speed are 20 kW and 12 m/s respectively. The cut-in speed of the turbine is 5 m/s and the
cut-out speed is 25 m/s, the radius of the blade is 5 m [43]. The permanent synchronous
generator is four poles machines and the inertia constant is 0.08 kg.m2, the dynamic model
parameters are: Ld = Lq = 0.95 mH, the stator windings equivalent resistance is 0.085 Ω, and
the viscosity damping is 0.001147 N. m. s [44]. For more details on the PV array and wind
turbine model, the reader can refer to [4].

3. The Closed Loop Model with Uncertainty and Time Delay

The control tasks are divided between different controllers where the voltage is regu-
lated by the master, Figure 3. Both the master and the slave unit have current controllers
but the current sharing signal is produced by the master controller [4]. The reference
currents are distributed by the master controller to all the slave units through a kind of
communications network. The reference current signals experience time delay and data
loss. The model of the controllers is given by [4]:

.
z = Ex(t) + Fz(t) + Edx(t− τ) + Fdz(t− τ) + Bdw(t) (11)

u = u(t) + u(t− τ) (12)

u = Cx(t) + Cdx(t− τ) + Dz(t) + Ddz(t− τ) (13)

where
z =

[
Φd Φq γ1 γ2 γ3 γ4

]T

E =



0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

−1 0 0 0 0 0
0 −1 0 0 0 0

−Kvdp 0 −1 0 0 0
0 −Kvqp 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1



Ed =



0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

−Kvdp 0 0 0 0 0
0 −Kvqp 0 0 0 0
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Cd =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0

−− Kidp2Kvdp 0 0 0 0 0
0 −− Kiqp2Kvqp 0 0 0 0



Dd =


0 0 0 0 0 0
0 0 0 0 0 0

Kidp2Kvdi 0 0 0 0 0
0 Kiqp2Kvqi 0 0 0 0



D =


Kidp1Kvdi 0 Kidi1 0 0 0

0 Kiqp1Kvqi 0 Kiqi1 0 0
0 0 0 0 Kidi2 0
0 0 0 0 0 Kiqi2



F =



0 0 0 0 0 0
0 0 0 0 0 0

Kvdi 0 0 0 0 0
0 Kvqi 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



Fd =



0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

Kvdi 0 0 0 0 0
0 Kvqi 0 0 0 0



C =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

−Kidp1Kvdp 0 −Kidp1 0 0 0
0 −Kiqp1Kvqp 0 −Kiqp1 0 0
0 0 0 0 −Kidp2 0
0 0 0 0 0 −Kiqp2



Bw =

[
0 0 1

L1
1
L1

0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1

L2
1
L2

0 0 0 0 0 0 0 0 0 0 0 0

]T

Bd =

[
Bw
0

]T

The uncertainty, w(t), represents the fluctuation caused by the PV and wind energy
sources; Kvdp, Kvqp, Kvdi, and Kvqi are the PI controller gains of the voltage control loop;
Kidp1, Kiqp1, Kidi1, and Kiqi1 are the PI controller gains of the master current controller; Kidp2,
Kiqp2, Kidi2, and Kiqi2 are the PI controller gains of the slave current controller. Φd, Φq
are the integrals of master voltage controller; γ1, γ2, are the integrals of master current
controller; γ3 and γ4 are the integrals of slave current controller. Substituting (13) into (1)
and rewriting the equations in compact matrix form along with (11), [4], we get:[ .

x(t)
.
z(t)

]
=

[
A + BC BD

E F

][
x(t)
z(t)

]
+

[
BCd BDd
Ed Fd

][
x(t− τ(t))
z(t− τ(t))

]
+

[
Bw
0

]
w(t) (14)

Equation (14) can be rewritten in a concise matrix form [4]:

.
xcl(t) = A0xcl(t) + Adxcl(t− τ(t)) + Bww(t) (15)
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x(t) = Φ(t) t ∈ [−ρ, 0] (16)

Φ(t) is defined as the initial condition over the interval t ∈ [−ρ, 0]. The time delay
should satisfy the following condition:

0 ≤ τ(t) ≤ ρ,
.
τ(t) ≤ µ ≤ 1 (17)

The rate of the time delay change is limited by µ, the maximum time delay should be
less than ρ.
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4. Robust Stability Controller Design

The robust controller synthesis for time delay system has attracted many researchers
and there are different methods that can guarantee stability with time delay and uncertain-
ties. In this paper, Lyapunov–Krasovskii functional is used to establish a stability criterion
in the form of bilinear matrix inequalities. It should be noted that this approach can handle
both constant and time-varying delay systems.

Theorem 1 ([45]). Given scalars ρ > 0 and µ > 0, the time-delay system (15) with w(t) = 0 is
asymptotically stable if there exist symmetric positive-definite matrices P = PT > 0, Q = QT > 0

and Z = ZT > 0, asymmetric semi-positive-definite matrix X =

[
X11 X12
XT

12 X22

]
≥ 0, and any

appropriate dimensioned matrices Y and T such that the following LMIs are true:

Φ =

Φ11 Φ12 ρATZ
ΦT

12 Φ22 ρAT
d Z

ρZA ρZAd −ρZ

 < 0 Ψ =

X11 X12 Y
XT

12 X22 T
YT TT Z

 ≥ 0

where
Φ11 = PA + AT P + Y + YT + Q + ρX11

Φ12 = PAd −Y + TT + ρX12

Φ22 = −T − TT − (1− µ)Q + ρX22
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Theorem 1 can be used to design a stabilizing controller for the Microgrid with variable
time delay but with a deterministic system model. For given controller parameters, the
delay margin can be computed, and for a given time delay the controller can be derived.

To derive a stability criterion, we choose LKF candidate as follows:

V(t) = xT(t)Px(t) +
∫ t

t−τ
xT(s)Qx(s)ds + h

∫ 0

−τ

∫ t

t−θ

.
xT

(s)R
.
x(s)dsdθ (18)

P > 0, Q > 0, R > 0, and V(t) > 0.
Applying LKF for system (15):

.
V(t) = xT(t)P

.
x(t) +

.
xT

(t)Px(t) + xT(t)Qx(t)− xT(t− τ)Qx(t− τ)

+τ2 .
x(t)R

.
x(t)− τ

∫ t

t−τ

.
xT

(s)R
.
x(s)ds

(19)

To simplify (19) Jensen Integral Inequality can be used, where it is defined as [45]:
Let f be an integrable function defined on [a, b] and let ϕ be a continuous (this is not

needed) convex function defined at least on the set [m, M] where m is the int of f and M is
the sup of f . Then

ϕ

(
1

b− a

∫ b

a
f
)
≤ 1

b− a
ϕ( f

)
Applying Jensen Integral Inequality to (19) yields:

.
V(t) = 2xT(t)P

.
x(t) + xT(t)Qx(t)− xT(t− T)Qx(t− T)+

τ2xT(t)R
.
x(t)− (x(t)− x(t− τ)T R(x(t)− x(t− τ))

(20)

.
V = 2xT(t)P[Ax(t) + Adx(t− τ) + Bωω(t)] + xT(t)Qx(t− τ) + τ2xT(t)R[Ax(t)+

Adx(t− τ) + Bωω(t)]−
(

x(t)− x(t− τ)T R(x(t)− x(t− T))
) (21)

.
V(x(t)) = 2xT(t)PAx(t) + 2xT(t)PAdx(t− τ) + 2xT(t)PBωω(t) + xT(t)Qx(t− τ) + τ2xT(t)RAx(t)

+τ2xT(t)RAdx(t− τ) + τ2xT(t)RBωw(t)− x(t) + x(t− τ)T Rx(t)− x(t− τ)T Rx(t− τ)
(22)

The necessary and sufficient condition for the stability of the system with specific H∞

performance index requires that
.

V(x(t)) < 0. The system is stable with γ as performance
as defined below.

Definition of H∞:
The H∞ performance index, γ is a function of which ‖z(t)‖

‖ω(t)‖ ≤ γ

∫ ∞

0

[
zT(s)z(s)− γ2ωT(s)ω(s)

]
ds ≤ 0 (23)

Augmenting x(t), x(t− τ) and ω(t) in one vector, that is

ζ(t) = [x(t), x(t− τ), ω(t)] (24)

Applying,
.

V(t) + zT(t)z(t)− γ2ωT(t)ω(t) < ζT(t)ϕζ(t)
Then the system is stable if:

P > 0, Q > 0, R > 0

and

ϕ = ET
1 PEs + ET

s PE1 + ET
1

(
Q + CT

z Cz

)
E1 − ET

2 QE2 + h2ET
s REs − γ2ET

3 E3 −
(

E1 − E2)
T R(E1 − E2) < 0 (25)

where Es = [A, Ad, Bw], E1 = [I, 0, 0], E2 = [0, I, 0] and E3 = [0, 0, I].
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This can be summarized in Theorem 2.

Theorem 2. For a given delay τ, the H∞ robust performance index γ, the closed-loop system (15)
is stable and has performance index γ against a non-zero disturbance for any delays smaller than
τ if there exist symmetric matrices P > 0, Q > 0, and R > 0, such that the following linear matrix
inequality hold.

ϕ = ET
1 PEs + ET

s PE1 + ET
1

(
Q + CT

z Cz

)
E1 − ET

2 QE2 + h2ET
s REs − γ2ET

3 E3 −
(

E1 − E2)
T R(E1 − E2) < 0

Equation (25) is a bilinear matrix inequality and the solution cannot be straightforward.
The controller gains are the elements of matrix Ad which is a submatrix in Es. The matrix
Es contains our controller variables and it is multiplied by P, which is also a variable matrix.
The optimization problem is formulated as:

Minimize:

γ = f
(

τ, Kvdp, Kvqp, Kvdi, Kvqi, Kidp1, Kiqp1, Kidi1, Kiqi1, Kidp2, Kiqp2, Kidi2, Kiqi2

)
Subject to:

0.1 < Kvdp < 20 0.1 < Kvqp < 20

50 < Kvdi < 1000 50 < Kvqi < 1000

0.1 < Kidp1 < 4 10 < Kiqp1 < 200

10 < Kidi1 < 200 10 < Kiqi1 < 200

0.1 < Kidp2 < 4 10 < Kiqp2 < 200

10 < Kidi2 < 200 10 < Kiqi2 < 200

When the control gains are fixed, the BMI in (25) becomes LMI in Q, P, R, and γ. The
LMIs are then solved using Matlab. Several algorithms can be used to achieve a solution
to the optimization problem, GWO is used in this paper. The GWO is introduced by [46].
Grey wolves follow a very specific dominant hierarchy in their hunting to determine the
task of each group in the grey wolf hierarchy. At the top of the table are the alphas, which
are the leaders of the entire pack. The main role of an alpha is to make the final decisions
in hunting. Following the alpha is called the beta (second level). The role of the beta is to
assist the alpha and command the rest of the wolves. The beta acts as a link between the
alpha and the lower levels wolves, it supports the commands from alpha and passes them
to the pack. Meanwhile, the beta passes feedback from the lower levels to the alpha. While
the lowest level is the omega, their role is basically to do tasks that are given by their alpha
or beta. There is one more rank between the beta and the omega, that is the delta. They are
the scouts, hunters, and caretakers. The roles of delta are to watch the boundaries of the
territory and warn the pack if there is any danger.

In mathematical language, the alpha is the fittest solution, the second and the third
solutions are the beta and delta respectively. While the omega represents other possible
candidate solutions. Grey wolves search for their prey by spreading out their position, the
first diverge from each other. Eventually, they will converge back to one specific position
leading them to their prey. In this case, the fittest solution. The GWO algorithm is applied
in three steps: encircling, hunting, and attacking.

Encircling: When the prey is located, the grey wolves surround it.

DP = |C · XP(k)− X(k)| (26)

X(k + 1) = XP(k)− A · DP (27)

where k is the number of iterations, X(k) represents the current grey wolf position, X(k + 1)
is the future position of the wolf, XP(k) refers to either α, β, δ, A, and C are coefficients and
given as follows.
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A = 2ar1 − a (28)

C = 2r2 (29)

where r1, r2 are random vectors in the range [0, 1], and a is in the range [0, 2]. Hunting: the
pack hunts the prey, under the leadership of α, β, δ. This process is expressed as:

Dα = |C1 · Xα − X(k)|
Dβ =

∣∣C2 · Xβ − X(k)
∣∣

Dδ = |C3 · Xδ − X(k)|
(30)

X1 = Xα(k)− A1Dα

X2 = Xβ(k)− A2Dβ

X3 = Xδ(k)− A3Dδ

(31)

XP(k + 1) = (1/3)[X1 + X2 + X3] (32)

Attacking: Grey wolves encircled the prey and start to be ready to seize the prey
(numerical convergence), because of A ∈ [−2a, 2a]. The attack stage is achieved by the
decrement of a in (28). When |A| ≥ 1, the search is still global and grey wolves will be
far away from the prey; when |A| < 1, the grey wolves are close to the prey and ready
to attack. This sums up the algorithm for the GWO. In summary, the hunting process of
grey wolves to be implemented in this research is first to define the number of grey wolves
(number of solutions) in the GWO algorithm. With a few iterations, the alpha, beta, and
delta determine the possible solution. The parameter a is decreased from 2 to 0 for further

exploration and exploitation. When |
→
A| > 1, the candidate solution diverges from the

optimum solution and converges toward the optimum solution when |
→
A| < 1. When the

criterion is satisfied, the GWO algorithm is terminated as shown in Figure 4.

Computation 2023, 11, x FOR PEER REVIEW 11 of 17 
 

 

𝐶 = 2𝑟  (29)

where 𝑟 , 𝑟  are random vectors in the range [0,1], and 𝑎 is in the range [0,2]. Hunting: 
the pack hunts the prey, under the leadership of 𝛼, 𝛽, 𝛿 . This process is expressed as: 𝐷 = |𝐶 ⋅ 𝑋 − 𝑋(𝑘)|  𝐷 = 𝐶 ⋅ 𝑋 − 𝑋(𝑘)   𝐷 = |𝐶 ⋅ 𝑋 − 𝑋(𝑘)|  

(30) 𝑋 = 𝑋 (𝑘) − 𝐴 𝐷  𝑋 = 𝑋 (𝑘) − 𝐴 𝐷   𝑋 = 𝑋 (𝑘) − 𝐴 𝐷   (31) 

𝑋 (𝑘 + 1) = (1/3)[𝑋 + 𝑋 + 𝑋 ] (32) 

Attacking: Grey wolves encircled the prey and start to be ready to seize the prey (nu-
merical convergence), because of 𝐴 ∈ [−2𝑎, 2𝑎]. The attack stage is achieved by the dec-
rement of 𝑎 in (28). When |𝐴| ≥ 1, the search is still global and grey wolves will be far 
away from the prey; when |𝐴| < 1, the grey wolves are close to the prey and ready to 
attack. This sums up the algorithm for the GWO. In summary, the hunting process of grey 
wolves to be implemented in this research is first to define the number of grey wolves 
(number of solutions) in the GWO algorithm. With a few iterations, the alpha, beta, and 
delta determine the possible solution. The parameter 𝑎 is decreased from 2 to 0 for fur-
ther exploration and exploitation. When 𝐴 > 1, the candidate solution diverges from the 
optimum solution and converges toward the optimum solution when 𝐴 < 1. When the 
criterion is satisfied, the GWO algorithm is terminated as shown in Figure 4. 

 
Figure 4. The GWO algorithm. Figure 4. The GWO algorithm.



Computation 2023, 11, 75 12 of 17

5. Results

The results in this paper are generated using Matlab/Simulink. In this simulation,
the system frequency is 50 Hz, the components of the filter in the two-parallel inverter are
C = 22 µF and L1 = L + L2 = 4 mH, and R = 4.25 Ω. In [47], the controller gains which
achieve good performance are obtained using classical tuning techniques. Solving the BMI in
Theorem 2, the system is robust stable with γ = 0.238, the controller gains are: Kvdp = 18.1253,
Kvqp = 12.6839, Kvdi = 569.5374, Kvqi = 199.7324, Kidp1 = 1.9930, Kidp2 = 1.7449, Kidi1 = 192.3036,
Kidi2 = 171.3346, Kiqp1 = 153.9706, Kiqp2 = 134.5408, Kiqi1 = 16.0482, Kiqi2 = 28.4550. The preexist
time delay is set to 0.61 ms. For the GWO the SearchAgents_no = 3, and the Max_iteration = 3.

The PV array produces 45 A at 400 V, which makes the output power 18 kW. The
rectifier produces 45.122 A at 410 V which makes the output power of the wind energy
conversion system around 18.5 kW. To test the controller under transient and steady state,
the simulation was started with zero initial conditions. The transient takes around 10 ms.
The DC currents and voltages of the PV system and wind energy conversion system are
shown in Figures 5 and 6.
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The terminal voltages of the microgrid show a stable operation and regulated voltages
as can be seen from Figure 7. The two inverters produce equal three-phase currents
as shown in Figure 8, and it clearly shows that the current is evenly distributed. The
two inverters produce three-phase current of around 108 A as shown in Figure 9. The
synchronization is carried out through PLL, and Figure 10 shows the single-phase currents
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of the first and the second inverter. Taking a smaller time scale (0.015 s), it is clear that the two
inverters are synchronized, and we notice only small deviation during the transient condition.

The real and reactive powers of both inverters are shown in Figure 11. The two
renewable energy sources transfer their maximum produced power and supply it to the
load. It should be noted that the first inverter produces the reactive power while the second
inverter absorbs it. As the time delay is time varying and in most of the cases obtaining
accurate model is not possible, so in this paper, the stability of the system was carried
out based on Lyapunov–Krasovskii functional and H∞ robustness performance index.
Another important approach is to determine the maximum delay margin of the system
based on the analysis in s-domain. Based on our knowledge, this is the first time the GWO
is used to design a robust controller for networked microgrid with variable time delay and
uncertainties. The Speedgoat hardware-in-the-loop real-time and practical set-up will be
developed to test the proposed approach.
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6. Conclusions

In this paper the robust stability of microgrid with time delay and uncertainty in
renewable energy sources is investigated. The master-slave control is implemented, where
the time delay exists in the closed-loop control system. Additionally, the time-varying
nature of the renewable energy sources could lead to instability. Lyapunov–Krasovskii
function and robust H∞ stability theorem are used to develop stability criterion. The
controller design problem is formulated as bilinear matrix inequality. The grey wolf
optimization is used to solve the bilinear matrix inequality and to derive the stabilizing
controller that guarantees specific RPI. The proposed control design procedure has been
applied to a two-inverters microgrid and the performance is validated using the nonlinear
models of the microgrid. The performance of the microgrid is accepted even with the
presence of the time delay and uncertainty in renewable energy sources. Additionally,
power sharing is achieved with no significant distortion.
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