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Abstract: Risk involves identifying several options that the decision-maker can opt for while making
a choice either in the direction of risk or reliability. In this approach, risk is defined as the action
of the subject which will lead to the loss or guaranteed safety of what has been achieved. As the
uncertainty of the external business environment increases for companies, the task of managing risks
both individually and as a set of risks becomes more and more relevant. The purpose of this study is
to solve the problem of managing multifactorial risks using mathematical methods for determining
the optimal risk management trajectories separately for each factor. To determine the optimal risk
management trajectories for each factor, a numerical method is used based on the choice of the most
effective direction, which is defined as the ratio of risk change to cost change. An information system
prototype has been created that can support the management of a set of risks. Approbation of the
information system was carried out on an example containing two conceptual risk factors. The
proposed prototype builds a three-dimensional risk map by interpolating the risk matrix entered by
the risk manager using an additive–multiplicative aggregation procedure, as well as optimal risk
management trajectories for all entered risk factors.

Keywords: risk management; subjective attitude; numerical method; optimal control

1. Introduction

Science and practice have long established that in the world of economics and finance,
risk is directly related to the applied management approaches and methods and is directly
dependent on the effectiveness and validity of management decisions [1,2]. This can be
seen as early as 1901, in A.H. Willett’s “The Economic Theory of Risk and Insurance”. Since
then, the study of risks has only grown, and the search for the most effective ways to
manage risks and prevent them has been continuous [3].

Correct decisions can reduce product costs, management costs, and eliminate potential
problems that may adversely affect the company’s competitiveness.

Considering this, most researchers recognize that to maintain high competitiveness of
companies in an actively changing global environment, it is necessary to strategically create
effective risk management mechanisms in the short term [4]. Risk-oriented management in
the company management system allows one to reduce the level of negative consequences
from the occurrence of risky situations. At the same time, it has been proven that it is
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possible to manage the risks of an organization most effectively only if there is a unified
planning and goal-setting system, which accordingly requires the use of modern methods
of collecting and processing information, as well as the use of mathematical and digital
methods for its analysis and processing. As a result, interest in various systemic risk
management solutions has grown significantly.

Risk assessment is an integral part of the risk management mechanism [5]. It is used to
analyze risks in terms of their likelihood of occurrence, determine the strength and depth
of consequences, the possibility of their avoidance, as well as to make decisions on the
elimination of consequences and develop further measures to reduce risks in the future.
However, the risk management methods and tools used so far in many cases do not achieve
the desired result and therefore expose companies to unaccounted risks.

The aim of this study is to solve the problem of managing multifactorial risks using
numerical methods to determine the optimal risk management trajectories separately for
each factor. Based on this, the following research hypothesis was formulated.

H1: The use of modern mathematical methods makes it possible to create a tool for managing
multifactorial risks and optimize the costs of their management.

For investigating this research hypothesis, we create a computer program and formu-
late the problem of risk management as an optimization problem by minimizing the total
cost of managing risk-forming parameters. Minimization problem has two constraints on
risk-forming parameters falling into domain values and constraint that the combination of
risk-forming parameters provides to a risk level calculated by risk function.

It should be noted that risk is understood as uncertainty associated with the danger of
deviation from the goal, for the sake of which a subjective decision was made. We agree
with the approach according to which risk is associated with the refraction of uncertainty
through a subjective attitude to the consequences of the manifestation of uncertainty factors
and the associated economic interests of a particular decision-maker [6].

The situation of risk involves the identification of several behaviors, during which one
can make a choice in the direction of risk or reliability. In this approach, risk is defined as
the action of the subject, which will lead to the loss or guaranteed safety of what has been
achieved. As such, a properly constructed risk assessment and risk management system is
of particular importance.

To formalize the attitude of the decision-maker to specific risks we suggest building a
risk matrix. Risk matrix is built via crossing qualitative categories of risk-forming parame-
ters and matching them to generated risk categories. In the next stage, the risk matrix is
coded by numerical values. This makes it possible to approximate the risk function and to
solve the above-formulated risk management problem. To approximate the risk matrix, it
is proposed to use the continuous additive–multiplicative approach to aggregation.

2. Literature Review

The history of scientific and systematic study of risks, and the development of mea-
sures to protect from and prevent risks, and to reduce their negative consequences is more
than a century old; the concept of risk management and assessment was first described
in 1901 in the work of A.H. Willett titled “The Economic Theory of Risk and Insurance” [3].
Without dwelling on the history of the development of scientific thought in the field of risk
management, in this section, we will highlight the current trends in the study of risks and
the search for ways to prevent them.

In the modern literature, most often, risk is associated with the concept of competitive-
ness of companies (the danger of losing competitiveness under the influence of risks) and
with the requirements for developing a strategy and mechanism for countering risks [7–10].
According to [4], sustainable management and development is an important requirement
for the management strategy or business model of any enterprise since its absence will
weaken competitiveness and make the long-term operation of the enterprise unlikely [4].
A sustainable management strategy allows a company to rise above its competition and
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change its position in social and environmental aspects, thereby increasing its competi-
tiveness in the market [11]. Particularly, risk management in supply chains is extensively
debated [12–16].

Research related to the combination of risk management and enterprise sustainability
is gaining ground, such as [17–19], wherein it has been stated that a focus on social and
environmental sustainability can help increase corporate trust among key stakeholders,
which determines the needs of the market according to the economic, social, and environ-
mental aspects, thereby enhancing and improving sustainable corporate performance and
creating opportunities for sustainable management [19]. Many authors focus on the impact
of corporate social responsibility on corporate risk [20–22].

A review of the scientific literature showed a huge variety of scientific schools, ap-
proaches, concepts, and risk management methods recommended for practical application
in various types of companies [23–26].

Several studies have revealed a shift in emphasis in modern risk management models,
using separate risk management approaches and methods towards integrated technolo-
gies [27–29]. Such complex technologies are applied simultaneously to several intercon-
nected and interacting heterogeneous processes of a technological, economic, organiza-
tional, and socio-psychological nature [28]. A set of factors which exist at the highest level
of company management (at the level of the board of directors and management) that affect
the maturity of risk management methods has been identified and analyzed in [30]. The
role of the board of directors in risk management in general is analyzed in [31–33].

As the uncertainty and instability of the external environment grows, risk management
becomes an increasingly complex process, and is also prone to the dangers of subjective
error on the part of the decision-maker.

A separate area of research is the analysis and assessment of certain types of risks.
For example, in [34], reputational risk management has been explored, while in [35], risk
management practices of internationalized SMEs in the context of export risks have been
examined and the companies’ export opportunities have also been assessed.

The advantages and features of the expert approach to risk assessment [28,36] and
mathematical methods to identify and assess risks are the most often discussed topics in
the literature [37–40]. The development of mathematical tools that allows one to form an
optimal trajectory for managing several risks simultaneously is given in [41]. The syndicate
approach to enterprise risk management is also gaining ground [42].

Additionally, the issues of risk management methodology are associated primarily
with the task of developing a system for choosing the effective methods, means and
techniques to manage risks, threats, and dangers, which is necessary to correctly and
clearly identify the factors that destabilize the company’s activities.

3. Methodology
3.1. Applied Terminology and Definitions

Risk register: a set of identified risks, each of which corresponds to certain events or
circumstances.

Risk events: events or circumstances that may negatively or positively affect the results
of the purposeful activities of a decision-maker.

Risk factors: specific risk events, characterized by a combination of both the probability
of their occurrence and their consequences.

Risk-forming parameters: the probability or likelihood of the occurrence of risk events and
their consequences. According to the international risk management standard ISO 31000, it
is recommended to use the term likelihood instead of probability, hence, in this paper, we will
use this term.

For qualitative measurement, usually several of the following verbal assessments
(hereinafter categories) are used to estimate the likelihood: rare, unlikely, possible, likely and
very likely/almost certain; to assess the consequences, there are several lists of categories: low,
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moderate, high, severe, catastrophic or minor, major, serious, very serious or negligible, marginal,
critical and catastrophic. There are many other such lists of verbal assessments.

It should be noted that the results in [43] indicate that there is a high variability
in the interpretation of verbal probability expressions. The same conclusion makes the
interpretation of verbal consequences categories possible. Therefore, the list of categories of
risk-forming parameters are selected individually for each decision-maker for the concrete
risk analysis task.

Risk level: a generalized qualitative category that reflects the individual attitude of
the decision-maker to the combination of risk-forming parameters. In [44], it was shown
that several risk levels can be used by a decision-maker; for example, 3 risk levels: high
risk, medium risk and low risk, or 4 risk levels: extreme risk, high risk, medium risk and low risk.
The list of categories is selected individually for each decision-maker for the concrete risk
analysis task.

Despite the well-known concerns about the use of risk matrices [45], they are still a
convenient way of representing sets of expert judgments in the form of compound “if-then”
inference rules. In this study, we assume that the risk level is determined by a matrix
convolution of the risk-forming parameters.

Risk significance: a qualitative assessment of the level of risk, expressed by the set of
real values of R1.

Risk response strategy: the actions of a decision-maker aimed at achieving the goals of
his own activity with the risk-forming parameters of the risk factors known to him. There
are four behavioral risk response strategies: risk acceptance (accept), reduction (mitigation),
transfer (transfer or diversification) and refusal/evasion (avoid risk).

Risk analysis: the application of qualitative and (or) quantitative methods to determine
the values/categories of risk-forming parameters of a particular risk factor.

Risk assessment: the determination of the level of risk for a particular factor by compar-
ing its risk-forming parameters.

Risk management: a targeted impact on risk-forming parameters to reduce the level of
risk. The effectiveness of local risk management is defined as the ratio of changes in the
level of risk to changes in the cost of reducing it.

In risk management, decision-makers use 4 classic risk response strategies:
Avoidance: actions are carried out for the purpose of eliminating threats or protecting

against their impact;
Transfer: the consequences of the occurrence of the threat and the responsibility for the

response are transferred to a third party;
Mitigation: actions are taken to reduce the likelihood of occurrence and impact of

a risk;
Acceptance: the decision is made to accept the risk without any action before it occurs.
Therefore, we chose a set of 4 risk categories and a 4-point scale corresponding to

them in the present study (Table 1).

Table 1. The categories of risks used and the corresponding strategies for responding to them.

Risk Significant Score Generalized Risk Category Risk Response Strategy

4 extreme risk (e) avoidance
3 high risk (h) transfer
2 medium risk (m) mitigation
1 negligible risk (n) acceptance

We also use 4 categories of risk-forming parameters (Table 2) and a 4-point scale
corresponding to them.
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Table 2. The categories of risk-forming parameters.

Risk Significant Score Risk Event Likelihood/
Probability 1 Risk Event Consequences

4 very likely (v) disastrous (d)
3 likely (l) critical (c)
2 possible (p) significant (s)
1 unlikely (u) acceptable (a)

1 If information on the frequency of occurrence of risk events is available, then frequency interpretation and
categorization is perceived better by the decision-maker. In order to rank probability, it is possible to use
information on how often a concrete risk event happens. The following categories could be used: frequent—can
occur several times in a year; occasional—can occur several times in 1 or 2 years; uncommon—can occur several
times in 2 or 5 years; and remote—can occur once in 5 or 30 years [44].

Different combinations of risk-forming parameters have different assessments of the
significance of risk for the decision-maker. To formalize the attitude of the decision-maker to
specific risks, a risk matrix (Figure 1) is built via crossing qualitive categories of risk-forming
parameters, likelihood and consequences (see Table 2), and matching the generated risk
categories or risk response strategies (see Table 1). The experience of the authors has shown
that it is more convenient for a decision-maker to compare the risk-forming parameters,
operating not with generalized risk categories with an abstract meaning, but with specific
response strategies.

Figure 1. An example of risk response strategies formed in a risk matrix for a decision-maker, taking
into account his subjective attitude to risk-forming parameters. In this figure fill colors correspond to
risk response strategies: red—avoidance; orange—transfer; yellow—mitigate; and green—acceptance.

In the numerically coded risk matrix, the risk probability categories are shown along
the vertical axis (variables XL ∈ L (likelihood) and the value of hazard classes (categories)
that considers the severity of consequences from the onset of risks is along the horizontal
axis (XC ∈ C (consequences). The sets of numerical values of the introduced variables are
given as L = {1, 2, 3, 4} and C = {1, 2, 3, 4}. The sets L and C are the basis of the numerical
risk matrix (Figure 2).

Figure 2. An example of a numerically coded risk matrix. In this figure fill colors correspond to the
risk significant scores; the last ones correspond to the risk levels: red—4 (extremal risk); orange—3
(high risk); yellow—2 (medium risk); and green—1 (negligible risk).

The filling of the matrix starts from the lower right corner, in which the first row and
the first column are located (see Figures 1 and 2). This is carried out for the convenience of
correlating the numerically filled matrix and the graphical risk map, which can be built by
interpolating the risk matrix.
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The elements of the matrix are scores corresponding to the generalized risk categories.
Risk categories are defined as generalized, since they simultaneously consider both the
likelihood of a risk occurring and the severity of its consequences.

The risk level will be written as XR, XR ∈ R, R = {1, 2, 3, 4}.
The sets of 4 risk categories {n, m, h, and e} (see Table 1), 4 categories of risk-forming

parameters {a, s, c, and d} and {u, p, l, and v} (see Table 2) and the 4-point scale corresponding
to them is used only in this particular case for the study.

In general, it is possible to use other scales and number of categories. The risk matrix
(see Figure 2) is a subset of the Cartesian product, XL × XC × XR, which determines the
mapping from the set XL × XC to the set XR:

M: XL × XC → XR (1)

Accordingly, the risk matrix can be interpreted as a function of two variables,
XR = M(XL,XC).

Let us denote the matrix element given by row r and column c as j3.

j3 = mrc, mrc ∈M (2)

The element that shifted 1 line up, relative to j3, is denoted by j4.

J4 = mr+1c, mr+1c ∈M (3)

The element that shifted 1 column to the left, relative to j3, is denoted by j5.

j5 = mrc+1, mrc+1 ∈M (4)

We will denote j6 as the element shifted that diagonally, relative to j3, i.e., 1 line up and
1 column to the left.

j6 = mr+1c+1, mr+1c+1 ∈M (5)

These notations will be used to approximate the risk matrix.

3.2. Approximate Method

To approximate the risk matrix, it is proposed to use the continuous additive–multiplicative
approach to aggregation proposed in [46]:

XR(XL,XC) = j3 + γ1(j4 − j3) + γ2(j5 − j3) + γ1 γ2 (j3 + j6 − j4 − j5), (6)

where, γ1 is the remainder of dividing the risk-forming parameter XL by 1, and γ2 is the
remainder of dividing the risk-forming parameter XC by 1:

γ1 = mod(XL;1), γ2 = mod(XC;1), (7)

j3, j4, j5 and j6 are the pivot elements of the risk matrix. The pivot elements are
determined according to Equations (2)–(5), where the integer value of the risk-forming
parameter XL is taken as row r, and the integer value XC is taken as column c:

r = b XLc = dim(XL), c = b XCc = dim(XC). (8)

The advantage of this aggregation method is the continuity, monotonicity and piece-
wise smoothness of the function (6), which allows it to be used in formulating the problem
of optimal risk management.

The monotonicity of function (6) can be seen from Equation (9), which is obtained by
small transformations [47]:

XR(XL,XC) = j3 (1 − γ1) (1 − γ2) + j4 (1 − γ1) γ2 + j5 (1 − γ2) γ1 + j6 γ1 γ2 (9)
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Equation (7) shows that all terms in (9) cannot be negative, since γ1, γ2 ∈ [0; 1). Due
to additivity, it is seen that Equation (9) describes a monotonically increasing function. The
requirement that the risk matrix does not decrease can be explained by the fact that the
risk cannot decrease as any of the risk-forming parameters increases; it will only increase
with the increase in any of the risk-forming parameter. Aggregation methods based on
convolution matrices are described in detail in [48].

The three-dimensional risk map (Figure 3) could be built based on the risk matrix (see
Figure 2). The risk matrix was interpolated using the additive–multiplicative procedure to
aggregation (6)–(8) or (7)–(9).

Figure 3. The surface of a continuous convolution function of risk-forming parameters obtained by
interpolation of the risk matrix. In this figure fill colors correspond to the following intervals of risk
level values: bright green corresponds to the interval from 1.0 up 1.5; pale green corresponds to the
interval 1.5–2.0; yellow corresponds to the interval 2.0–2.5; orange correspond to the interval 2.5–3.0;
pale red to the range 3.0–3.5; and bright red corresponds to the interval 3.5–4.0.

The selected approach to aggregation (6)–(9) allows us to take into account the subjec-
tive attitude of the decision-maker to the risks in the modal judgement. This is important
in case the decision-maker could not unambiguously select the risk response strategy or
concrete risk category corresponding to some element of the risk matrix. In such a case,
the decision-maker could form subjective attitude in a fuzzy form. It is also important in
collective decision-making process, when part of the voters think it right to select one risk
response strategy, while others think it right to select another response strategy.

It should be noted that, in this study, we use a 4-point scale to numerically code the
risk matrix, but in general, any other scales and number of categories can be used.

3.3. Statement of the Risk Management Problem

The problem of optimal risk management is formulated under several assumptions.
Let the cost functions for managing risk-forming parameters be described using quadratic
equations:

C(XL) = aL·XL
2 + bL·XL + cL, (10)
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C(XC) = aC·XC
2 + bC·XC + cC. (11)

Cost function (10) describes the dependence of costs on reducing risk event likelihood.
Cost function (11) describes the dependence of costs on mitigating risk consequences.

Cost functions (10) and (11) correspond to the inverse function of a special case of the
Cobb–Douglas production function.

An original Cobb–Douglas production function [49] is expressed as:

Q = A·Kα·Lβ. (12)

where, Q—total production; A—factor productivity; K—capital input (a measure of all
machinery, equipment, and buildings; the value of capital input divided by the price of
capital); L—labor input; and a and b—output elasticities of capital and labor, respectively
(0 < a, b < 1).

A special case of the Cobb–Douglas production function (12) is expressed as (13),

X = A·Ca. (13)

where, X is the real value of all goods resulting from the investment of costs C (symbol C
performed instead of K). Expressing C from expression (13), we obtain,

C = (X/A)1/a = ac·X1/a. (14)

In a special case parameter, a could be one half, thus, cost function (14) correspond to
the second-order polynomial with zero quadratic coefficients bC and cC. In general cases,
we obtain quadratic equations like (10), and (11).

Total costs to risk management is expressed as a sum of costs on reducing risk event
likelihood C(XL) and costs on mitigating risk consequences C(XC).

Therefore, the risk management problem is solved by minimizing the total cost of
managing both the risk-forming parameters,

C(XL) + C(XC)→min (15)

with constraints on risk-forming parameters falling within the range of domain values:

XL ∈ L, XC ∈ C, (16)

and provided that the combination of risk-forming parameters results in a given level
of risk:

XR = M(XL; XC), (17)

The problem is solved by varying the values of the risk level in the constraint (17),
which will find the set that forms the risk management trajectory.

Key assumption means that the risk management problem is solved for each risk
factor separately.

Flowchart of the applied method for solving the optimization problem is presented
below (Figure 4).
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Figure 4. Flowchart of the numerical method for solving the optimization problem. Sign * means the
most performance risk-management strategy, selected between UL, UC and ULC.

3.4. Applied Programs

The convenience of the above methods lies in the fact that they can be used not via
special software, but with the help of usual spreadsheets. In this study, a prototype of an
information system for optimal management of multifactorial risks was created by using
spreadsheets Microsoft® Excel for Mac (Version 16.74 (23061100) Retail License 2019).

Figure 5 shows the screenshot of the information system prototype and fields available
to change by user: for entering risk matrix correspond to the decision-maker’s subjective
attitude towards risks; entering information about the current and minimal values of the
risk-forming parameters, parameters of cost functions to risk management, and also areas
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with automatically plotted the three-dimensional risk map and optimal control trajectories
of risk-management.

Figure 5. Screenshot of the prototype information system for optimal management of multifactorial
risks created in Microsoft® Excel for Mac. Green rectangles correspond to the fields available to change
by user; red rectangles correspond to the areas with automatically plotted the three-dimensional risk
map and optimal control trajectories of risk-management.

Microsoft® Excel spreadsheets are a low-code framework for developing applications
and prototype of the software modules. In [50], the following arguments are presented in
favor of choosing Microsoft® Excel to create a prototype of an information system:

- prototyping is carried out in order to create a sample information system to demon-
strate the principles of operation and perform preliminary tests;

- the resulting prototype is easy to use as an element of the technical task for program-
mers to create an information system;

- Microsoft Excel spreadsheets are quite common; hence, the prototype can be demon-
strated on almost any computer and users do not need to take special advanced
training courses; and

- work in Microsoft Excel does not require advanced programming skills, which will
allow users to modify the prototype of the information system on their own.

We also found many examples of scholarly studies, wherein spreadsheets like Excel
are used for the risk assessment and risk management tasks. For example, Excel and Visual
Basic for Application (VBA) are used for credit risk modeling [50].

In the books, “Credit risk modeling using Excel and VBA” [51], “Market risk analysis,
practical financial econometrics” [52], and “Operational Risk with Excel and VBA: Applied
Statistical Methods for Risk Management” [53] Excel and VBA are used for the demonstration
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of statistical methods. Monte Carlo simulation in risk management in projects using Excel
is described in [54]. Many more such examples can be found in the literature.

4. Results

Table 3 shows the current positions of the risk-forming parameters of the two concep-
tual risk factors, the limits of their reduction because of managing each individual risk, as
well as the parameters of functions that describe the costs of risk management.

Table 3. Model parameter examples.

No. Risk Register
Current Values of Risk-Forming

Parameters: Likelihood (Probability) and Consequences
Minimal Values of Risk-Forming
Parameters (Limits for Reducing)

XL XC XLmin XCmin

1 Risk factor 1 3.0 4.0 2.0 2.5
2 Risk factor 2 4.0 4.0 1.3 1.2

Consider all risk factors (Table 3) separately. Begin from the first risk factor no. 1.
Current values of risk-forming parameters are the following: XL = 3; and XC = 4. Let the
decision-maker has subjective attitude towards risks as was shown above (see Figure 1)
and its opinion formed as the numerical coded risk matrix (see Figure 2). Element of risk
matrix corresponding to the starting position is highlighted in black. The decision-maker
could apply several risk-management strategies (Figure 6) and (Figure 7).

Figure 6. The individual strategies of the risk factor no. 1 management (initial values, XL = 3; XC = 4)
available to the decision-maker: (a) strategy of reducing risk likelihood; (b) strategy of mitigation of
risk consequences. Element of risk matrix corresponding to the starting position is highlighted in
black. The goal elements highlighted in red, because are not possible according to the constraint on
the minimal value of XL and XC.

Figure 7. The combined strategies of the risk factor no. 1 management (initial values, XL = 3; XC = 4)
available to the decision-maker: (a) combined strategy of reducing risk likelihood to condition and
following mitigation of risk consequences; (b) combined strategy of risk consequences mitigation
at the first stage and following reducing risk likelihood measures together with mitigation of risk
consequences. Starting position is highlighted in black as was above, goal element is highlighted in
grey, but it is near to the available to the decision-maker finish position (XL = 3, and XC = 2.5).
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The first strategy (Figure 6a) implies reducing risk likelihood or probability, but
according to the constraint on the minimal value of XL (see Table 3, XLmin = 2), the goal
position (XL = 1, and XC = 4; element highlighted in red) is not possible.

The next strategy (Figure 6b) implies mitigation of risk consequences, but according
to the constraint on the minimal value of XC (see Table 3, XCmin = 2.5), the goal position
(XL = 3, and XC = 1; element highlighted in red) herein too is not possible.

Therefore, the decision-maker should combine strategies. The first combination strat-
egy (Figure 7a) allows to reach the minimal available value of XLmin = 2 and follows
mitigation of risk consequences until reaching the minimal available value of XCmin = 2.5.
Such an approach allows the decision-maker to come near to the highlighted area in grey
element (XL = 3, and XC = 2). Because of the constraints on the minimal value of XC, the
real position of risk factor no. 1 will be XL = 3, and XC = 2.5. The decision-maker could
obtain a similar result by mitigating risk consequences in the first stage and by additionally
reducing the risk probability in the next step (Figure 7b).

Selection between these strategies (Figure 7a or Figure 7b) depends on the costs of
risk-forming parameters management. If mitigation of risk consequences is cheaper than
reducing risk likelihood, then the latter strategy (Figure 7b) will be better. If not, the first
strategy should be selected by the decision-maker.

Consider the risk matrix with no integer values in the basis of axes and plot the control
trajectory nearly to optimal.

Let the polynomial parameters of cost functions differ only by coefficients aL and aC.
Coefficient aC (18) should be less than aL (19) to provide the condition for mitigation

of risk consequences being cheaper than reducing risk probability.

C(XC) = 1.6·XC
2, (18)

C(XL) = 2.5·XL
2. (19)

The influence of costs on risk management (Figure 8) and the optimal control trajectory
(Figure 9) are shown below. Optimality implies that any local deviation from the trajectory
will incur more cost. As we have already noted in the section “methods”, a numerical
method (see Figure 5) is used for search of optimal risk management trajectories, based on
the choice of the most effective direction. The effectiveness of directions is defined as the
ratio of change in risk to change in costs.

Figure 8. The surfaces of total costs on risk management in case of cost functions (18) and (19).
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Figure 9. Approximation of optimal control trajectory of risk factor no. 1 in case of cost functions (18)
and (19).

Consider matching the second case to coefficient aL (20) less than aC (21):

C(XL) = 1.6·XL
2, (20)

C(XC) = 2.5·XC
2. (21)

The influence of costs on risk management (Figure 10) and the optimal control trajec-
tory (Figure 11) are shown below.

Figure 10. The surfaces of total costs on risk management in case of cost functions (20) and (21).
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Figure 11. Approximation of optimal control trajectories of risk factor no. 1 with in case of cost
functions (20) and (21).

Consider the second illustrated risk factors no. 2 (see Table 3). Current values of
risk-forming parameters are the following: XL = 4, and XC = 4. The element of risk matrix
corresponding to the start position is highlighted in black again (Figure 12) as it was above
(see Figure 6 or Figure 7). In this case, it is obvious that the only correct strategy is to opt
for the mitigation of risk consequences and reducing risk probability together, because
only on one element, it has minimal value XRmin = 1 (see Figure 12). This element match to
XL = 1, and XC = 1.

Figure 12. The second risk factor no. 2 management (initial values, XL = 4; XC = 4) direction the
global strategy available to the decision-maker. Starting position is highlighted in black as was above,
goal element is highlighted in grey.

However, strategy of both mitigation of risk consequences and reducing risk probabil-
ity (see Figure 12) are not optimal, because the decision-maker incurs more costs. Taking
into account the costs to risk management, optimal control trajectory will be following
(Figure 13).
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Figure 13. Approximate to optimal control trajectories of risk factor no. 2 (initial values, XL = 4;
XC = 4) in case of cost functions (20) and (21).

The algorithm to find the optimal risk management trajectory used in this paper is
based on the principle of finding the local most effective behavior strategies, starting from
the initial position, and iteratively changing the state of the object each time until the
minimum is reached by the value of the complex indicator, that is, the risk level, which acts
as an objective function.

Optimality is understood as the achievement of the minimum expenditure of resources
to ensure the desired state. It should be noted that the found trajectory can be considered
optimal under given restrictions on the possible values of the arguments (risk-forming
parameters). However, without the constraints on the discrete values of the arguments,
there is a more efficient control trajectory (which can be found via analytical solution
(see [41]). Therefore, the trajectory found numerically should be called approximate to the
optimal trajectory, or a reservation should be made on the restriction.

The most efficient strategy is sought in accordance with the solution of the knapsack
problem, where it is necessary to choose alternatives that have the maximum value of the
indicator calculated as the ratio of effect to costs (in this study, the ratio of risk reduction to
the change in resource costs to ensure a potential state).

5. Conclusions and Discussion

This study proved hypothesis H1: the use of modern mathematical methods makes
it possible to create a tool for managing multifactor risks and optimize the costs of their
management.

In this study, a system prototype was created that supports the management of up to
two risk factors based on the introduction of any monotonic risk matrix of 4× 4 dimensions,
which is a physical limitation for a real risk management system in enterprises. This
limitation is expected to be eliminated during further development of the system.
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The second direction of future research and development in this area is to expand the
functionality of the system and determine the state of optimal risk management, considering
the costs of borrowed funds. The introduction of the factor of external financing into the
system is extremely important since interest rates on a loan also directly depend on the
magnitude of risk.

Preliminary studies have shown that the limitations present in this model can be
overcome with further development. Moreover, the results of this study expand the area
of scientific literature devoted to mathematical methods of risk management and the
development of an information system for optimal management of multifactorial risks.
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