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Abstract

:

Cardiac arrhythmias, characterized by deviations from the normal rhythmic contractions of the heart, pose a formidable diagnostic challenge. Early and accurate detection remains an integral component of effective diagnosis, informing critical decisions made by cardiologists. This review paper surveys diverse computational intelligence methodologies employed for arrhythmia analysis within the context of the widely utilized MIT-BIH dataset. The paucity of adequately annotated medical datasets significantly impedes advancements in various healthcare domains. Publicly accessible resources such as the MIT-BIH Arrhythmia Database serve as invaluable tools for evaluating and refining computer-assisted diagnosis (CAD) techniques specifically targeted toward arrhythmia detection. However, even this established dataset grapples with the challenge of class imbalance, further complicating its effective analysis. This review explores the current research landscape surrounding the application of graph-based approaches for both anomaly detection and classification within the MIT-BIH database. By analyzing diverse methodologies and their respective accuracies, this investigation aims to empower researchers and practitioners in the field of ECG signal analysis. The ultimate objective is to refine and optimize CAD algorithms, ultimately culminating in improved patient care outcomes.
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1. Introduction


Despite its origin in 1980, the Massachusetts Institute of Technology–Beth Israel Hospital (MIT-BIH) electrocardiogram (ECG) Arrhythmia Database retains a substantial and enduring influence on the field of arrhythmia characterization and detection, arguably surpassing initial expectations [1]. This longevity coincides with advancements in artificial and computational intelligence, enabling new analytical and interpretive models for ECG-based diagnoses of arrhythmias and other cardiac pathologies [2,3,4,5,6]. These techniques can be broadly categorized into:




	
Traditional learning-based approaches: employing classical machine learning (CML) algorithms and established feature extraction/selection methods.



	
Deep learning (DL) approaches: leveraging deep features obtained through training from scratch, model fine-tuning, or hybrid configurations combining traditional descriptors with deep-feature representations.








The application of machine learning (ML) for ECG data analysis holds significant promise in the development of prognostic and diagnostic CAD systems. ECG CAD systems can serve as a valuable tool for medical professionals, facilitating objective diagnosis [3]. The association between different ECG records can be established through supervised [7], semi-supervised [8], or unsupervised [9] ML approaches. Supervised learning entails training a model on a labeled dataset where ground-truth labels are known for each record. In the context of medical data classification, prominent supervised learning algorithms employed include multilayer perceptrons (MLPs) [10] and support vector machines (SVMs) [11]. Conversely, in situations where ground-truth labels are unavailable, unsupervised learning can be utilized to discover latent patterns within the data. Examples of such algorithms include k-means clustering (k-means) [12] and principal component analysis (PCA) [13].



Traditional ML approaches rely on the extraction of informative features that effectively represent the underlying disease [14]. Success in this endeavor hinges on the extraction of numerical measurements that inherently manifest the disease characteristics [15]. When a chosen feature extraction method effectively captures the pathological signatures of the desired phenomenon (disease), the subsequent application of an ML algorithm is more likely to yield accurate disease prediction outcomes [15].



The recent paradigm shift in ECG data analysis has gravitated towards the application of DL techniques. Unlike traditional methods, DL offers generic, non-domain-specific operation sequences directly applicable to raw input signals, including ECG records [3,4,5,16,17,18,19,20]. A prominent example of DL architecture is the convolutional neural network (CNN), which demonstrably exhibits efficacy in ECG data analysis [3,4,5,16,17,18,19,20]. The inherent strength of DL models lies in their ability to learn and discover multilevel representations from data. Lower-level layers typically extract fundamental features like edges and color, while higher layers progressively abstract these features into semantically meaningful representations of the input [21]. This characteristic has spurred an active research field exploring the transferability of knowledge gained from pretrained models to the domain of ECG arrhythmia detection [8,22]. Alternatively, pretrained CNN models can be utilized as unsupervised feature extractors, bypassing the need for fine-tuning [23]. Moreover, hybrid approaches combining hand-crafted features with deep features extracted from pretrained models are also being explored [24].



A proliferating body of research in ECG data classification and anomaly detection has employed the MIT-BIH database as a foundational resource. Analyzing the ECG signals is crucial for diagnosing and managing cardiovascular diseases. Traditional approaches often rely on preprocessing steps and feature engineering, but these can be cumbersome and susceptible to error. However, graph-based methods have emerged as a powerful tool for uncovering complex relationships within ECG data, offering a potential paradigm shift in ECG analysis. Additionally, existing reviews often lack a granular focus on graph-based analysis and modeling. This paper addresses this gap by providing a survey of recent advances in feature extraction and DL methods applied to arrhythmia detection within the MIT-BIH ECG dataset.



Noteworthy, the applications of graph-based theory in biomedicine extend far beyond the confines of the MIT-BIH database, captivating researchers across diverse domains. Its utility has been demonstrated, e.g., in: (1) epilepsy detection: utilizing electroencephalogram (EEG) data, graph-based approaches effectively distinguish epileptic seizures from normal brain activity [25]; (2) functional brain connectivity: delineating the complex relationship within the brain, a graph analysis of EEG data sheds light on functional connectivity patterns [26]; (3) essential gene identification: within protein–protein interaction networks, graph-based algorithms efficiently pinpoint essential genes [27]; (4) biological network analysis: studying the dynamics of biological networks, graph-based methods offer powerful tools for understanding complex biological systems [28].



For the sake of completeness, we outline the fundamental concepts of graph theory that may be encountered throughout this survey, along with their respective mathematical formulations as presented in the literature [29,30,31]:




	
Undirected graph: A graph, denoted by G, is typically defined as a tuple   ( V , E )  , where V represents the set of vertices (nodes) and E represents the set of edges, denoting the interactions between nodes. Furthermore, an edge e can be defined as   ( u , v ) ∈ E  , which signifies a connection between the two nodes u and v. Therefore, we can state that u and v are neighbors. Notably, nodes can also possess a multiedge connection, wherein two or more edges exist between them with identical endpoints. Multiedge connections hold importance as they indicate that nodes are linked by more than one path, each potentially conveying distinct information.



	
Directed graph: A directed graph, denoted by   G ′  , can be defined as   ( V , A )  , where the function f maps each member of A to an ordered pair of nodes in V. These ordered pairs constitute directed edges, also known as arcs or arrows. Moreover, a directed graph exhibits asymmetry, such that if an edge   e = ( u , v )   has a direction from u to v, it does not necessarily imply the existence of an edge with a direction from v to u.



	
Weighted graph: A weighted graph, denoted by   G  ″   , is defined as   ( V , E , ω )  , where V and E retain their previous meanings, and  ω  represents a weight function that assigns a score to each edge, denoted as   ω ( e ) ∈ R  . Typically, the weight assigned to an edge   ( u , v )   reflects the relevance between nodes u and v, with higher weights signifying greater relevance.








Our preference for the MIT-BIH dataset aligns with its widespread adoption and facilitates methodological comparisons by minimizing the influence of dataset-specific biases. This survey’s primary objective is to contribute to the understanding of the interplay between ML/DL and ECG arrhythmia detection by focusing on the following key areas:




	
Summarizing graph-based techniques tailored for anomaly detection and classification within the MIT-BIH database.



	
Comparing the performance of these techniques on the aforementioned dataset.



	
Bridging a gap in the existing literature: while a review addressing techniques utilizing the MIT-BIH database exists [32], it does not prioritize graph-based representations. Therefore, this survey offers a dedicated exploration of graph-based methods for both classification and anomaly detection.



	
Delineating the key contributions made by graph-based techniques within the last five years (2019–2023).








Consequently, we anticipate that both researchers and practitioners will find this review instrumental in:




	
Evaluating the current landscape of techniques for ECG arrhythmia detection within the MIT-BIH dataset.



	
Informing the development of novel methodologies by highlighting the strengths and limitations of existing approaches.



	
Providing a benchmark for performance assessment, enabling the objective comparison of newly proposed methods against established standards.








The remainder of this review is structured as follows. Section 2 offers a foundational introduction to the MIT-BIH database, a widely recognized benchmark for evaluating proposed frameworks, and details the approach employed for article selection, ensuring the reviewed studies’ relevance to the chosen topic. Section 3 establishes a theoretical foundation by presenting an ML pipeline framework for ECG data analysis. Building upon this framework, Section 4 delves into the core of this review, dividing the selected articles based on their application of graph theory for ECG data analysis. This section categorizes the reviewed studies into anomaly detection and classification tasks, and provides remarks and observations. Finally, Section 5 concludes this survey paper.




2. The MIT-BIH Arrhythmia Dataset


Extensively utilized within the domain of arrhythmia research, the publicly accessible Massachusetts Institute of Technology–Beth Israel Hospital (MIT-BIH) Arrhythmia Database constitutes a comprehensive and continuously expanding repository of well-annotated digital physiological recordings and associated data accessible to the biomedical research community [33]. Comprised of 48 thirty-minute segments of dual-channel, twenty-four-hour ECG recordings, the MIT-BIH Arrhythmia Database serves as a benchmark dataset for arrhythmia-related investigations [1]. Each recording is accompanied by an annotation file (.atr) wherein each heartbeat is categorized according to its specific type. Adhering to the classifications established by the Association for the Advancement of Medical Instrumentation (AAMI), the initial eighteen heartbeat categories within the MIT-BIH arrhythmia data can be consolidated into five primary types: normal (N), supraventricular ectopic beat (S), ventricular ectopic beat (V), fusion beat (F), and unknown beat (Q) [34]. The specific details of this grouping are delineated in Table 1.



The Procedure for Selecting Articles


Extensive literature retrieval efforts were undertaken to identify articles employing CML/DL for both classification and anomaly detection methodologies within the domain of ECG research [35,36,37,38,39].



A range of prominent scientific search engines, including Scopus and PubMed, were considered. However, Google Scholar, recognized for its robust search capabilities, was ultimately chosen for the comprehensive literature search in this paper. Acknowledging the distinct, yet interrelated, nature of classification and anomaly detection, our search strategy employed targeted queries focused on the specific domain of “graph-based MIT-BIH arrhythmia database”. Separate searches were conducted for classification and anomaly detection within the temporal window of 2019–2023. These initial queries yielded a total of 250 articles (classification: 150; anomaly detection: 100). Given the primary focus of this survey on graph-based techniques evaluated on the MIT-BIH database for both classification and anomaly detection, a further refinement of the search criteria was implemented. This more stringent approach ultimately identified a set of 10 articles for each category, representing the core literature for our analysis of the MIT-BIH database analysis using graph-based techniques.





3. Arrhythmia Association Using Machine Learning


Building on the foundational framework established by Mitchell [40], ML can be conceptually understood through the interplay of three key components:




	
Task (T): The specific problem or objective the ML model is designed to tackle. In the context of this work, the task (T) would be classifying and identifying various arrhythmias within labeled ECG recordings.



	
Experience (E): The training data, a collection of labeled examples, serve as the basis for the model’s learning and knowledge acquisition. For arrhythmia classification, the experience (E) would comprise a labeled dataset of ECG recordings, with each recording assigned to a specific arrhythmia type.



	
Performance (P): The effectiveness of the ML model on the designated task, typically measured by metrics such as accuracy, precision, recall, and other relevant evaluation criteria. The ideal model exhibits a strong generalizability, performing accurately on unseen data beyond the training set.








Within this framework, both hand-crafted and DL models for ECG analysis are constructed. The model ingests an input ECG record from the experience (E) and maps it to an output label representing the detected arrhythmia type. Optimization algorithms refine the model’s internal parameters based on its performance on the training data, aiming to achieve optimal accuracy and generalizability. Ultimately, the ideal ML model demonstrates the ability to accurately classify unseen ECG recordings, potentially assisting cardiologists in diagnostic and treatment decisions.



Cross-validation (CV) serves as a widely employed technique for evaluating the performance of both CML and DL models, providing statistically rigorous results. This method assesses the efficacy of a classifier system by partitioning the dataset into training and testing subsets. The testing data remain hidden during the training process, ensuring an unbiased evaluation. The dataset is divided into K folds, with   K − 1   folds utilized for training and the remaining fold used for testing. This process is iterated K times, each time employing a different fold for testing. In clinical settings, researchers often investigate the statistical associations between symptoms (represented by test samples) and the presence of disease. Identifying significant associations necessitates expressing data in clinically meaningful ways. To evaluate the performance of different classifiers within each fold, several common metrics [41] are employed:




	
Accuracy: the proportion of correctly classified samples.



	
Sensitivity: the ability of the model to correctly identify true positive cases (i.e., identifying diseased patients who truly have the disease).



	
Specificity: the ability of the model to correctly identify true negative cases (i.e., identifying healthy patients who truly do not have the disease).



	
Area Under the Curve (AUC): A graphical plot of the model’s performance, showing the relationship between true positive rate (sensitivity) and false positive rate (1 − specificity).








By employing these metrics in conjunction with CV, researchers gain insights into the generalizability and clinical relevance of their proposed models within the context of ECG data analysis.



Extracting informative features from ECG signals represents a crucial step in constructing robust classification models for CML-based approaches. This process involves identifying and quantifying relevant characteristics that discriminate between different arrhythmias. Common examples of such features include:




	
Morphological and positional features: These features capture the shape characteristics of the ECG signal. Examples include the amplitudes and widths of peaks and valleys (e.g., R and P waves), interwave distances (e.g., R-R interval), and other relevant shape descriptors [7,42,43].



	
Spectral methods: This category encompasses frequency-domain representations of the ECG signal obtained through transformation techniques. A prominent example is the wavelet transform. This technique decomposes the signal into frequency sub-bands, enabling the analysis of its underlying components at different scales and orientations. Recent research has demonstrated the efficacy of wavelet-based features in ECG classification [7,44,45]. Furthermore, hybrid approaches combining DL with wavelet transforms have emerged to leverage the strengths of both methods [17,19,46].








These extracted feature vectors serve as the basis for the subsequent analysis of the ECG signals within CML-based approaches. In contrast, the defining advantage of DL resides in its inherent ability to directly learn features from the raw input ECG data end-to-end [16], effectively bypassing the dedicated feature extraction step. Essentially, the construction of a CAD system employing ML algorithms for distinguishing normal and abnormal samples involves the following core stages:




	
Stage 1: data acquisition: relevant ECG-based arrhythmia datasets are procured.



	
Stage 2: preprocessing: the data undergo a series of preprocessing steps, including:



	–

	
Denoising to remove unwanted noise artifacts.




	–

	
Peak detection to identify key signal components.




	–

	
Signal segmentation to partition the data into meaningful segments.







	
Feature engineering (CML)/feature learning (DL): For CML models, extracting and selecting informative features from the preprocessed data. Conversely, DL approaches learn features directly from the raw input data during model training.



	
Model training and evaluation: the application of the chosen classification algorithm (CML or DL) to the prepared data, followed by a rigorous evaluation to assess its performance and generalizability.








The readily available MIT-BIH dataset completes stage 1 (data acquisition) within the construction process, allowing practitioners to seamlessly transition to stage 2 (preprocessing). This stage focuses on preparing the ECG data for subsequent analysis and model training. A common preprocessing step, employed by both CML and DL approaches, involves denoising the ECG signal to remove unwanted artifacts [45,47,48,49]. Denoising aims to mitigate or eliminate the distorting influence of artifacts, which can originate from diverse sources such as respiration, body movements, electrode contact issues, and skin-electrode impedance. This purification step enhances the overall quality of the ECG signal, thereby facilitating the extraction of its inherent and pertinent characteristics. Moreover, the availability of R-peak annotations within the MIT-BIH database offers a robust ground truth for segmenting ECG signals. These readily available annotations enable the delineation of individual cardiac beats [50], facilitating further analysis and model development based on segmented data. Consequently, the processed signals lead to building an effective and accurate model in the subsequent anomaly detection/classification model.



Following the preprocessing stage, feature extraction commences, aiming to identify a robust and informative set of descriptors from the preprocessed ECG signal. The literature [51,52] presents a diverse array of feature extraction techniques for differentiating normal and abnormal ECG signals. Texture-based approaches (e.g., local binary pattern, structural co-occurrence matrix), morphological-based methods, and wavelet-transform-based algorithms are utilized for ECG data analysis. Each approach leverages different discriminative properties of the ECG signal to generate a set of features suitable for the subsequent analysis and model training.



Beyond approaches based on texture analysis or wavelet transforms, the literature explores alternative feature extraction methods that deviate conceptually. One such example is the utilization of visual-perception-inspired features proposed by Anand et al. [53]. These features aim to emulate the human visual system’s ability to discern patterns within the ECG signal. Following the successful extraction of robust and discriminative features through hand-engineering, the choice of the specific CML technique (e.g., SVM or MLP) ought to have a minimal impact on the accuracy and efficiency of ECG anomaly detection/classification. This implies that a well-constructed feature set can mitigate the influence of the chosen CML algorithm on the overall performance of the model.



In contrast to CML-based approaches, the alternative pipeline leverages DL, which has emerged as the prevailing paradigm for tackling machine vision tasks [54]. CNNs constitute a prevalent DL architecture frequently employed for ECG data analysis, e.g., in [3,4,5,8,16,17,18,19,20,55,56]. Unlike CML methods that rely on hand-engineered features, CNNs directly process raw ECG data as input. Within these architectures, a series of operations, such as convolution, pooling, and batch normalization, play a pivotal role in extracting discriminative features and ultimately contribute to the robustness of the model. The learned feature maps are then fed to a final classification layer, typically employing a softmax activation function. However, certain studies advocate for utilizing DL models as feature extractors instead of end-to-end classifiers [57]. In such cases, the extracted feature vectors serve as input to subsequent CML models.



DL models exhibit inherent vulnerabilities when trained on limited datasets, particularly when initializing training from scratch [58]. This vulnerability is especially pertinent within the context of specific arrhythmia classes within the MIT-BIH database, where the availability of well-annotated samples is scarce. Consequently, DL models in such scenarios are susceptible to generalization issues and overfitting. Overfitting implies that the model memorizes the intricacies of the training data, hindering its ability to generalize and accurately classify unseen samples. To address this challenge, numerous studies propose various techniques for mitigating the impact of imbalanced datasets within the context of ECG data analysis [59,60,61]. Several studies, such as those by Rai et al. [59] and Shoughi et al. [61], propose the application of synthetic minority oversampling techniques (SMOTEs) to address the issue of imbalanced datasets in ECG data. SMOTE aims to augment the under-represented classes within the training data by generating synthetic samples that share characteristics with the existing minority samples. This approach effectively balances the class distribution, mitigating the susceptibility of DL models to overfitting and ultimately strengthening their generalizability. By reducing the bias towards the majority class, SMOTE enables the model to learn a more comprehensive representation of the underlying data distribution, leading to improved performance on unseen examples.




4. Literature Review: A Graph-Centric Exploration of the MIT-BIH Database


ECG signals extracted from the MIT-BIH database, encompassing recordings from 47 individuals, constitute a pivotal benchmark for evaluating algorithms designed to detect cardiac arrhythmias. Building CAD systems that accurately analyze these irregular rhythms plays a crucial role in facilitating timely diagnoses and interventions, with the potential to alleviate the burden of cardiovascular disease.



Graph-based approaches have emerged as a potent paradigm for a deeper examination into the intricacies of ECG data. Unlike traditional feature-based methods, these approaches leverage network representations to capture the intricate interplay and temporal dynamics inherent in arrhythmias, transcending the limitations of an isolated feature analysis.



This literature review embarks on a multifaceted exploration of the current landscape of research utilizing graph-based approaches within the context of the MIT-BIH database. We delve into the domain of anomaly detection, where algorithms strive to identify deviations from the expected rhythm, potentially uncovering hidden pathologies. Subsequently, we navigate the realm of classification, where the focus shifts towards accurately categorizing arrhythmia types.



Through this multifaceted lens, we aim to illuminate the potential of graph-based approaches in unraveling the complexities of arrhythmias within the MIT-BIH database. This exploration not only equips researchers with the tools to develop more accurate and robust arrhythmia detection algorithms but also contributes to the advancement of the field by highlighting the hidden potential of less-explored graph-based methods.



4.1. Graph-Based Techniques: Anomaly Detection in MIT-BIH Database


4.1.1. Anomaly Detection Landscape


The quest for detecting anomalous patterns in data permeates numerous disciplines, as evidenced by extensive research in various domains [62,63]. Within the lens of ML, anomaly detection methods can be broadly categorized as unsupervised, semi-supervised, or supervised approaches. Yet, when considering time series data, like ECG signals, further nuances emerge, prompting the exploration of distance-based, density-based, and forecasting-based techniques.



The inherent nature of time series data presents unique challenges during the development of CML and DL techniques for ECG analysis. A multitude of influential factors contribute to the construction of such automated frameworks, rendering direct comparisons between studies intricate. Notably, these factors encompass the selection of ECG data and specific signals, applied preprocessing techniques, and the chosen data split for model training. Consequently, objectively assessing and comparing the performance of different methods becomes a formidable task, as pinpointing the precise element(s) responsible for any performance gains proves elusive. Furthermore, certain challenges specific to time series data pose additional complexities, necessitating further exploration (discussed subsequently).




4.1.2. Challenges in Subsequence Anomaly Detection


Many existing anomaly detection approaches are plagued by limitations that hinder their potential. Many require a visionary understanding of the anomaly’s length and frequency. Others are confined to detecting local echoes, thus missing recurring patterns. Some studies depend on prior domain knowledge for designing anomaly discovery algorithms or cumbersome implementations, proving inefficient in the face of recurrent anomalies of the same type.



In the burgeoning era of big data, accurate and efficient anomaly detection in multivariate time series data assumes a paramount importance. However, achieving this goal presents a complex puzzle: balancing fast model inference for real-time analysis, navigating unlabeled datasets for unsupervised learning, and effectively handling excessively long time series. Overcoming these hurdles requires innovative paradigms that bridge the gap between accuracy, speed, and scalability.



These limitations necessitate a novel movement in anomaly detection, one that embraces the inherent complexities of time series data and facilitates robust anomaly detection, paving the way for diverse solutions of real-world applications.




4.1.3. Anomaly Detection in Biomedicine: A Critical Precursor


Accurately identifying anomalies in time series data, particularly in biomedical modalities like ECGs, plays a pivotal role in both data preprocessing and postprocessing [64]. Unearthing these deviations from normalcy often signifies the presence of underlying disorders, demanding prompt identification and intervention. Therefore, robust anomaly detection methods serve as crucial tools for enhancing the efficacy of biomedical data analysis, ultimately leading to improved diagnosis and personalized patient care. Thus, this section examines five specific realms of graph-based methods, highlighting their unique capabilities in uncovering hidden anomalies nestled within complex data structures.



	
Boniol and Palpanas [65,66]: unveiling hidden anomalies through a graph’s lens: introducing the Series2Graph (s2g) approach.



Boniol and Palpanas illuminate a novel path for unsupervised subsequence anomaly detection with their Series2Graph (S2G) technique. S2G bypasses the requirement for labeled instances or anomaly-free data, offering domain-agnostic flexibility and adaptability to anomalies of varying lengths. At the heart of S2G lies a unique graph-based representation of time series subsequences. It masterfully unfolds in three interconnected steps: (1) Embedding subsequences in shape-preserving space: S2G embeds subsequences into a vector space, delicately preserving their essential shapes, paving the way for subsequent pattern discovery. (2) Unraveling recurrent patterns through overlapping trajectories: within this shape-centric space, S2G identifies overlapping trajectories, revealing recurrent patterns embedded within the data that serve as subtle markers of normalcy. (3) Constructing a graph of normality: S2G builds a graph where nodes embody these overlapping trajectories, and edges represent transitions between subsequences observed in the original series. This graph elegantly encodes both recurring patterns and their interrelationships, serving as a blueprint of normality.



The meticulously constructed graph empowers S2G to discern anomalies—subsequences that stray from the well-trodden paths of normalcy. These deviations, manifested as infrequent or absent patterns within the graph, stand exposed, revealing their anomalous nature. When tested on the MIT-BIH Supraventricular Arrhythmia Database (MBA), S2G demonstrated its prowess, achieving top-k accuracies ranging from 20% to 100%. Notably, its performance peaked when the input length exceeded the expected anomaly length, showcasing its adaptability to diverse anomaly patterns.



S2G’s remarkable capabilities, unburdened by the need for labeled data or prior domain knowledge, herald a promising advancement in unsupervised anomaly detection across a spectrum of domains. Its potential to unveil hidden anomalies within complex time series data, including biomedical signals like ECGs, holds significant promise for the early detection of health abnormalities and improved clinical decision-making.



	
Schneider et al. [67]: unveiling hidden anomalies at scale: dads takes series2graph to new heights.



Schneider et al. push the boundaries of anomaly detection with a distributed anomaly detection system (DADS), an innovative system that catapults the effectiveness of S2G to new heights. S2G, an unsupervised anomaly detection method, excels at pinpointing hidden dissonances within time series, regardless of their length or recurring nature. However, its single-threaded architecture limits its ability to grapple with truly massive datasets. Enter DADS, which is built upon the foundations of S2G, empowered by the principles of the actor programming model.



DADS engineers a distributed processing framework, seamlessly dividing the data, intermediate states, and computations across multiple processors within a cluster. This minimizes communication overhead and synchronization barriers. DADS outpaces S2G by orders of magnitude, exhibiting near-perfect linear scaling with the number of processors employed. This efficiency opens doors to analyzing much larger sequences, unfurling secrets within big data.



Schneider et al.’s DADS work transcends the limitations of S2G, not only in terms of speed but also in its scalability to tackle unprecedented data volumes. This opens doors to exciting possibilities in diverse fields not only in ECG anomaly detection, e.g., monitoring complex systems to detect financial fraud [68].



	
Ma et al. [69]: unveiling hidden patterns in multivariate time series: a deep learning Bi-Transformer engineers unsupervised anomaly detection.



Ma et al. propose an approach in the realm of anomaly detection with an unsupervised Bi-Transformer anomaly detection method (BTAD), an unsupervised DL method that navigates the complexities of multivariate time series data. At the essence of BTAD lies a crafted Bi-Transformer architecture, two parallel dimensions that extract and analyze features. The Bi-Transformer’s prowess stems from its adaptive multihead attention mechanism, which attunes to the nuances of each dimension within the multivariate data, capturing their unique patterns. The researchers amplify BTAD’s versatility through an ensemble of auxiliary techniques: (1) An alternating update strategy: A generative adversarial training framework ensuring the model is sharpening its focus on anomalies and minimizing the distractions of false positives. As such, magnifying the anomalous patterns allows the model to identify even the faintest deviations from normalcy. (2) A dataset division method: Inspired by model-agnostic metalearning (MAML), which transcends mere universality, it empowers the model to rapidly grasp the nuances of novel anomaly types and perform efficient detection with limited data, making it a versatile anomaly detector for uncharted datasets. MAML empowers BTAD to generalize across diverse multivariate time series, extending its reach to a broader spectrum of applications. (3) A modified decoder structure: this module disentangles itself from direct input inference, instead harnessing its knowledge of the latent space’s intricate structure to produce faithful reconstructions, even within the complexities of high-dimensional datasets.



Experiments on the MBA dataset showcase BTAD’s virtuosity, achieving a precision of 0.9548, recall of 0.9999, AUC of 0.9879, and F1-score of 0.9769



	
Zarei et al. [70]: GraphTS weaves a new path for subsequence anomaly detection.



Zarei et al. unveil graph-based time series (GraphTS), a technique that combines graph theory and visual representation to capture hidden anomalies within time series data. GraphTS’s approach consists of the following key steps: (1) Visualizing time series: GraphTS commences with a mesmerizing 2D visualization technique, 2Dviz, which projects the time series onto a spatial–temporal plane. This arranges subsequence patterns into a high-quality visualization that potentially allows an improved detection of anomalies. (2) Time series into a graph: Inspired by this visual representation, GraphTS constructs a graph where nodes embody subsequence patterns, and edges chronicle the frequency of their successive encounters in the original time series. This graph captures both the harmonious normal and anomalous patterns. (3) Unmasking anomalies through weighted paths: GraphTS reveals anomalies through their distinct pathways within the graph. Normal patterns move along paths with high-weighted edges, while anomalies tread upon paths of lesser weight, enabling their identification with clarity and precision. The GraphTS approach’s advantages resonate with the following: (1) GraphTS embraces both recurrent and anomalous patterns, unveiling the full spectrum of anomalies within the time series, unlike methods that focus solely on individual notes; (2) it constructs its graph without prior knowledge of anomaly length, effortlessly detecting anomaly patterns of any duration; (3) GraphTS transforms raw time series data into a graph, rendering anomaly detection as effortless as tracing paths of diminished weight. Finally, experiments on the MBA dataset showcase GraphTS’s virtuosity, surpassing the renowned Series2Graph algorithm in terms of top-k accuracy.



	
Liu et al. [71]: a topological technique for ECG anomaly detection.



Liu et al. propose a fusion of topological data analysis (TDA) and nonlinear feature extraction to unveil hidden patterns within the intricate rhythms of ECG signals, paving the way for robust anomaly detection and personalized healthcare. The proposed approach consists of the following key steps: (1) Mapping the ECG’s topological space: They embark on transforming the ECG time series into a topological space, akin to an intricate map of its dynamic landscape. This is achieved through time-delay embedding, a technique that unfolds the ECG’s rhythmic patterns to obtain the ECG point cloud. (2) Constructing a topological imprint: Within the topological space, they assemble a point cloud representing the ECG data. Persistent homology, a powerful tool for unraveling relationships between data points within complex structures, is then employed to forge a topological imprint—a fingerprint capturing the essence of the ECG’s intricate dynamics. (3) Extracting persistent landscapes: From this imprint, they extract the persistence landscape, a mathematical model that unveils the persistent topological features of the ECG signal. These features reveal both the heart’s regular rhythms and its discordant anomalies.



Using the Physionet MIT-BIH dataset categorized according to AAMI standards, the authors trained their model with only 20% of the total data. Yet, it achieved accuracies of 100% for normal heartbeats, 98.75% for ventricular beats, 95.88% for supraventricular beats, and 91.97% for fusion beats. The model’s remarkable performance with limited training data suggests its potential for addressing the issue of data scarcity in the field of ECG data analysis.








4.2. Graph-Based Techniques: Classification of the MIT-BIH Database


Within the rapidly evolving landscape of computational intelligence, a plethora of novel models have emerged for the classification and interpretation of arrhythmias and other cardiovascular pathologies via ECG signals [6,72]. Among these, feature extraction methods and DL architectures leveraging graph-based representations exhibit noteworthy promise. Their potential lies in the ability to effectively characterize the underlying disease through the successful extraction of informative numerical features intrinsically intertwined with the pathological process. Furthermore, the robust capture of disease-specific pathological properties within a graph-based framework can empower CML and DL algorithms to achieve superior accuracy in disease prediction.



The present work focuses on specific methodologies for arrhythmia classification leveraging the MIT-BIH ECG dataset. The extensive adoption of this dataset facilitates a robust and comprehensive analysis of diverse graph-based models and classifiers. This dataset selection minimizes the influence of dataset-specific biases, enabling a more generalizable evaluation of the proposed techniques. However, a persistent challenge lies in the variability of classification tasks across studies, as evidenced by discrepancies in the number of classes employed by different authors. This heterogeneity necessitates careful consideration when comparing and drawing conclusions from the existing literature.



This section embarks on the exploration of five graph-based techniques employed for classification tasks within the domain of ECG analysis. These studies showcase the diverse applications and remarkable successes of these methods in overcoming various challenges inherent to ECG data. They encompass a spectrum of tasks, from the precise identification of peaks to the accurate classification of arrhythmias, thus exemplifying the versatility and immense potential of graph-based techniques in unraveling the hidden patterns within ECG signals. Each study is individually scrutinized, with a focus on its unique methodology, salient contributions, and achieved results within the context of the MIT-BIH Arrhythmia Database.



	
Fotoohinasab et al. [73]: R-peak detection with knowledge-guided graph constraints



The first study focuses on the fundamental task of R-peak detection, which forms the bedrock of ECG analysis. Fotoohinasab et al. propose utilizing a graph-constrained change-point detection (GCCD) model. By reframing fiducial point delineation as a change-point detection challenge, the GCCD model exploits the sparsity of these changes to efficiently locate important markers within the fluctuating ECG signal. By capitalizing on the inherent sparsity of change points, the proposed model efficiently identifies abrupt transitions within the ECG signal, eliminating the need for any preprocessing steps in R-peak detection. Furthermore, this model leverages the sparsity of change points within the ECG signal and incorporates prior biological knowledge through constraint graphs. The proposed approach initializes with a simple hand-crafted constraint graph, followed by a novel graph learning algorithm that iteratively optimizes the graph structure via a greedy search. This optimization maximizes R-peak detection accuracy, resulting in a constraint graph tailored for optimal performance. The authors analyze the trade-off between manually defined and automatically learned constraint graphs by comparing their structural differences and R-peak detection accuracy. Utilizing the MIT-BIH Arrhythmia Database for evaluation, the model achieved outstanding performance, reaching a 99.64% sensitivity, 99.71% positive predictivity, and 0.19% error rate with the manual graph, and comparable results with the learned graph (99.76% sensitivity, 99.68% positive predictivity, 0.55% error rate).



	
Subasi et al. [74]: tower graph transformation for high-fidelity classification



Subasi et al. (2023) introduce a tool for ECG signal classification, the “tower graph transformation”. This approach leverages a unique graph structure to generate signals enriched with essential features. Employing minimum, maximum, and average pooling techniques, the tower graph transforms the raw ECG signal into a multilayered representation, capturing both local and global variations.



To further refine information extraction, Subasi et al. propose a “one-dimensional hexadecimal adaptive pattern” that efficiently identifies informative features within the transformed signals. This is followed by a rigorous feature selection process utilizing the “ReliefF and iterative Neighborhood Component Analysis (RFINCA)”, ensuring only the most discriminative features are presented to the classifier.



Before feeding the data to classifiers, each ECG signal undergoes a multistep feature extraction process. First, the tower graph transformation extracts diverse local and global information through pooling techniques. This generates a richer representation within each node of the graph. Subsequently, the one-dimensional hexadecimal adaptive pattern efficiently uncovers 1536 features per node, leading to a comprehensive pool of 15,360 candidate features. Finally, employing the RFINCA selection approach, the model identifies the 142 most discriminative features.



The authors demonstrated the performance of their method by achieving remarkable classification accuracy, reaching 95.70% and 97.10% with artificial neural networks and deep neural networks, respectively.



	
Jiang et al. [75]: unveiling the multilabel dependencies of ECGs with graph-powered deep learning



Jiang et al. craft a DL architecture that embraces the intricate reality of multiple concurrent cardiac conditions within 12-lead ECGs. Their model transcends conventional approaches by integrating various modules to achieve this effort. (1) Residual blocks: these robust units enhance information flow within the network, preserving crucial details for accurate classification. (2) Bidirectional gated recurrent unit (Bi-GRU): this powerful tool captures the sequential nature of ECG signals, ensuring a context-aware analysis of the dynamic cardiac landscape. (3) Graph convolutional network (GCN): This component considers the inherent interdependent relationships between different cardiac diseases, allowing the model to decipher the intricate interplay of coexisting conditions. This module is trained to exploit the authors’ custom-designed class-aware binary cross-entropy loss function.



The Jiang et al. model achieved an F1 score of 0.603 (i.e., in the context of a fivefold cross-validation scheme) in the competitive PhysioNet/Computing in Cardiology Challenge 2020.



	
Kobat et al. [76]: a 3D prismatoid pattern for intelligent ECG analysis



Kobat et al. present an approach for arrhythmia detection, empowering intelligent assistants with the ability to interpret ECG signals. Their work leverages a novel 3D prismatoid pattern, a unique graph-based representation that captures the intricate textures within these signals. Building upon a dataset of 1000 diverse ECG signals with 17 labels, the proposed architecture integrates several key components: (1) A prismatoid pattern: this crafted 3D shape acts as a powerful feature extractor, exploring the subtle nuances of ECG signals and generating rich textural representations. (2) A tunable Q wavelet transform: operating at both low and high frequencies, this transform effectively captures the diverse temporal dynamics within the ECG data from 53 sub-bands. (3) A statistical feature extractor: this module refines the 53 sub-bands information, ensuring the computation of measurements at both low and high frequencies. (4) Neighborhood component analysis (NCA): this dimensionality reduction technique carefully selects the most informative features for accurate classification. The model’s performance achieved a remarkable accuracy of 97.30% using an SVM classifier with a 10-fold cross-validation scheme.



	
He et al. [9]: a multilevel approach to conquer data variations in ECG classification



He et al. address the limitations of traditional DL approaches in ECG classification, where subject-specific differences hinder generalizability. Their solution, the multilevel unsupervised domain adaptation framework (MLUDAF), overcomes this obstacle, enabling arrhythmia detection across diverse individuals. MLUDAF searches through the ECG data at two levels: (1) spatio-temporal feature extraction: leveraging the atrous spatial pyramid pooling residual (ASPP-R) module, the model captures the subtle nuances of each signal over time and space; (2) data structure extraction: a GCN module is then utilized to unlock the inherent relationships between different data points, enriching the feature representation with crucial structural information. However, He et al. do not stop there. To bridge the gap between subjects and achieve robust performance, they implement a three-pronged alignment strategy: (1) domain alignment, minimizing discrepancies between source and target domains in the overall feature distribution; (2) semantic alignment, ensuring the extracted features retain relevant clinical meaning across data variations; (3) structure alignment, aligning the underlying data structures of both the source and target domains, further stabilizing the classification process. By integrating these alignment mechanisms, MLUDAF empowers the feature extractor to learn representations that are both domain-agnostic and semantically relevant, effectively reducing subject-specific biases. When tested on the MIT-BIH database, MLUDAF achieved an overall accuracy of 96.8% for arrhythmia detection.







4.3. Remarks


This survey provided an overview of CAD techniques leveraging graph-based representations for ECG data analysis. Conventional-based approaches have established a dominant role in differentiating various pathological conditions within ECG data. Moreover, both CML and DL methodologies have demonstrated remarkable accuracy in anomaly detection and classification of ECG data. Despite the recent surge in interest towards DL, its application in medical diagnosis remains subject to critical scrutiny [77]. This cautious stance is partly driven by the absence of standardized protocols encompassing data acquisition, as well as training and testing of models. Furthermore, the inherent data-hungry nature of DL models presents a significant challenge, as they require an abundance of annotated samples to effectively learn the patterns present in medical data. Such comprehensive annotations, crucial for supervised learning, are often time-consuming and laborious to generate. Consequently, the limited availability of large and representative ECG datasets hinders the widespread adoption and advancement of DL in this domain, posing difficulties in building generalizable models capable of accurate prediction on unseen data. In light of this data scarcity, alternative approaches offer promising avenues to overcome these limitations. These include employing shallow DL architectures, fine-tuning pretrained models [56] rather than building a model from scratch or adopting semi-supervised [8] or unsupervised learning techniques [9,36] for ECG data analysis.





5. Conclusions and Future Studies


Leveraging the widespread adoption and standardized format of the MIT-BIH ECG database, this survey has revealed a plethora of research endeavors for ECG arrhythmia analysis. Despite this abundance, the utilization of graph-based methodologies within the broader domain of ECG data analysis remains significantly underappreciated. Furthermore, identifying a definitive victor in the pursuit of flawless anomaly detection or classification performance proves elusive. This challenge stems from the frequent neglect of several crucial variables across diverse studies. Disparities in the split of training and testing data can significantly impact model generalizability, potentially hindering performance when applied to unseen datasets. While the prospect of training models on smaller datasets (i.e., a subset of the total dataset) holds undeniable appeal—particularly in the context of DL—ensuring the utilization of representative and challenging samples during both training and testing remains paramount for the development of robust and accurate classifiers. Our future work endeavors to expand upon this survey by incorporating a wider range of existing research, including older studies, to facilitate a comprehensive comparison and contrast of trends in feature extraction and deep learning model application within the context of ECG analysis.
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Table 1. Aligning the beats of AAMI standard and beat types in the MIT-BIH database.
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AAMI Heartbeat Types

	
MIT-BIH Heartbeat Types






	
Nonectopic beats

	
Normal beat




	
Left bundle branch block




	
Right