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Abstract: The forecasting of presidential election results (PERs) is a very complex problem due to the
diversity of electoral factors and the uncertainty involved. The use of a hybrid approach composed of
techniques such as machine learning (ML) and Simulation in forecasting tasks is promising because
the former presents good results but requires a good balance between data quantity and quality,
and the latter supplies said requirement; nonetheless, each technique has its limitations, parameters,
processes, and application contexts, which should be treated as a whole to improve the results. This
study proposes a systematic method to build a model to forecast the PERs with high precision, based
on the factors that influence the voter’s preferences and the use of ML and Simulation techniques.
The method consists of four phases, uses contextual and synthetic data, and follows a procedure
that guarantees high precision in predicting the PER. The method was applied to real cases in Brazil,
Uruguay, and Peru, resulting in a predictive model with 100% agreement with the actual first-round
results for all cases.

Keywords: elections forecasting; machine learning; simulation; complex systems; computational
social science

1. Introduction

A presidential election is the most important event in democratic countries, through
which citizens freely participate by choosing the candidate who will assume their country’s
leadership. In American countries, the government period varies from four to six years; and
in Europe, from four to five years. Citizens vote with the hope of better living conditions
and the implementation of fairer state policies. Therefore, society and researchers show
great interest in these processes, focusing their efforts on understanding and explaining
the behavior of voters and its modeling [1], the influence of personal and socioeconomic
environment on voters [2], the effect of opinions (messages) through social networks and
media [3], and the precision of methods to forecast election results, such as surveys, expert
opinions or quantitative models [4].

The forecasting of presidential election results (PERs) acquires importance each time
an electoral process is called, where electoral preferences get closer to the final election
result; however, measuring voter preferences presents a significant error rate due to the
diversity of scenarios and electoral factors (EF) that affect and add uncertainty to the
electoral results, which makes the forecasting of PER difficult to solve.

Voters are influenced by their expectations and their social circle, which, in turn, are
influenced by the environment, as shown in Figure 1. Personal expectations are influenced
by factors such as age [5], gender [6], and marital status [7]; the social circle influences
voters through factors such as social networks [8], religion [9], and family [10]; and the
environment, which is the specific context of each country, influences voters through factors
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such as the economic situation [11] and the level of public service offered [1]. Therefore,
some important EFs are age, gender, marital status, social networks, religion, and family.
These key EFs are finally analyzed by presidential candidates who seek to influence voters
with their proposals, which are disseminated through the media, social networks, or
electoral campaigns.
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The forecasting of PERs has been approached by using methods and techniques from
different disciplines, such as those related to computer science and social science: vote
counting using simulation [12], election results forecasting using data from Twitter [13],
fuzzy logic [14], and regression [15]. However, these studies do not explicitly establish
criteria for identifying more appropriate machine learning (ML) algorithms or criteria for
selecting EF. Moreover, there are not enough available data to use ML models, and the
existing data cannot be extrapolated from one country to another because it is contextual
and temporal.

A method based on Simulation and ML, more specifically, an Artificial Neural Network
(ANN), is proposed in this study to systematically build a model to forecast the PER in
a way that can be applied to any democratic electoral context. The simulation technique
is used because it is an alternative to overcoming the difficulty of a lack of data and has
been well employed to describe the voting behavior for the Lithuanian Parliament elections
in 1992, 2008, and 2012 [16]. To validate this proposal, seven case studies on presidential
elections in Brazil, Uruguay, and Peru were analyzed. Therefore, the main contributions of
this article are the following:

• To provide a systematic method to build a model to forecast the PER that applies to
any case study;

• To show the usability of the proposed method via its application in seven real cases in
three countries.

The article is organized as follows. In Section 2, we review the literature on models
for predicting election results. The overview of the proposed model to forecast the PER is
described in Section 3. In Section 4, the use of the proposed method in seven case studies
of presidential elections is presented, along with the results. Finally, conclusions and
discussions follow in Section 5.

2. State of the Art

Studies about election results are focused on identifying EFs, representing voter
behavior, and predicting the election results.
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2.1. Electoral Factors (EFs)

EFs is understood as everything that affects voter preference and, consequently, their
voting decision [17]. Some of these are shown in Table 1.

Table 1. Factors that influence voter preferences.

Factor Source Factor Source

Gender [18,19] Electoral campaigns [20]
Conduct, ethics, and corruption [21] Number of candidates [22,23]

Media coverage [24] Strategic vote [25]
Social Circle [2] Social class [26]

Coalition [27] Surveys [28]
Education [29] Religion [9]

Economic situation [11] Place of residence [30]
Partisanship [31] Social networks [8]

Public services [1] Age [5]
Ideology [32,33] Marital status [7]

2.2. Voter Behavior Models

As shown in Figure 2, there are three groups of voters: (1) VG1, those who have
already defined their candidate and for whom the factors have little or no influence [31];
(2) VG2, those who have not yet defined their candidate and can be influenced by several
factors (the majority of voters); they represent the focus of the electoral campaigns and
promises [20,34,35]; and (3) VG3, those who are indifferent and have no interest in any of
the candidates, in general, they are those who abstain from participating, taint or annulled
their vote [23,36].
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The voter behavior models (VBM) are mainly oriented to the VG2 and, in general,
these methods are defined by mathematical and logical formulations that reproduce how a
voter perceives the environmental factors (input); how a voter interacts with other voters,
and with the environment; and the decision-making process made by the voter expressed in
terms of preferences for a specific candidate (output). These models are important because
they allow us to understand how the EFs affect voters’ preferences so that candidates
can plan electoral campaigns and achieve greater influence on them, that is, influence the
electoral results [37]. In addition, these models allow the generation of synthetic data that
are essential for the forecasting of PERs [38]. Table 2 shows some VBMs used to address
the voter behavior issue.
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Table 2. Voter behavior simulation models.

Model Source

Simulation based on multi-agent for two-round elections, Brazil 2010, Uruguay 2019. [1]

Opinion dynamics with three states (in favor, against, and undecided) that can
change with neighborhood interaction. [39]

Simulation of electoral participation based on the representation of voter
mobilization. [40]

Simulation of opinions on social networks for the highly polarized Polish political
scene between 2005 and 2015. [41]

Simulates online opinions based on attitude change, group behavior, and
evolutionary game theories. [42]

Data simulation considering the homophilic effect of social networks. [43]

2.3. Election Results Forecasting Methods

The forecasting of election results can be performed using different methods. Some of
these are shown in Table 3. The objective of these methods is to know in advance the final
result of the elections with the highest possible degree of certainty. The methods to forecast
election results can be categorized based on simulated vote counting, sentiment analysis,
fuzzy logic, and regression.

Table 3. Methods for forecasting election results.

Method Scope of Study Source

Simulated vote
counting

Two-round presidential elections in Brazil in 2010 and in
Uruguay in 2019. [1]

A model of consensus formation in the social web. [44]

Sentiment analysis The presidential election in Chile in 2017. [3]
The presidential election in Indonesia in 2018. [45]

Fuzzy logic

Presidential election (USA) using a fuzzy social system
model based on the variation in the Gross National

Product, Gallup approval rating of the president, and
peace and prosperity index.

[14]

Regression
The election in Austria in 2010 based on partially

counted votes using regression and genetic
algorithms.

[15]

3. Material and Methods

A method to build an ML model to forecast the PERs (first round) is proposed, based
on the simulation of the voter behavior (VG2) with which a reliable forecast was achieved.
The method consists of 4 phases, as shown in Figure 3: identifying EF, simulating voter
behavior, filtering factors, and learning and training.

3.1. Phase 1: Identifying EFs

In this phase, the EFs that affect the voter’s behavior were identified from Table 1.
Then, inclusion/exclusion criteria regarding the availability of the data, the scope of the
study, and the time of data collection were used to identify the final EF. For example, the
religious factor, which has a lot of influence on presidential elections such as in Islamic
countries [9], was not considered due to a lack of data availability.
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3.2. Phase 2: Simulating Voter Behavior

In this phase, a simulator of voter behavior was built to generate synthetic data be-
cause sufficient real data were unavailable. The simulator used both the EF identified in
phase 1 and a simulation model. The simulation model was built based on the model
of Charcón and Monteiro [1] that considers as simulation parameters the impact of the
government’s ideology and the impact of the neighbors’ preferences on each voter, which
were calibrated using an analysis of electoral scenarios and numerical experimentation. In
addition, eligibility criteria were used for choosing the simulation model which were based
on the scope of application (presidential, regional, municipal, and parliamentary), geo-
graphic region (Europe, Latin America, Andean Region, Asia, Africa, and North America),
precision of results, and complexity of the model.

Synthetic Data

Synthetic data were generated by the simulator of voter behavior; these data included
data on the identified factors, the vote prediction, and the simulation parameters. The
synthetic data for a given electoral scenario formed one synthetic dataset.

The ML model requires, in its learning process, several synthetic datasets; the larger
the dataset, the better results. Therefore, several synthetic datasets were generated, which
were obtained considering all possible scenarios and varying the simulation parameters in
the simulation model.

3.3. Phase 3: Filtering EFs

In this phase, the EFs identified in Phase 1 were filtered by selecting those that influ-
ence the results of the electoral process; therefore, a variable selection process (Pearson
correlation coefficient [46], information gain [47], gradual glutton [48], etc.) was applied to
the data, with which the filtered data are obtained, that is, the data corresponding to the
filtered EF.

Filtered Data

The filtered data were the data obtained from the synthetic data, from which the data
corresponding to the eliminated EF in phase 3 were removed. These data were used as the
input of the ML model and were subsequently used in the training and validation task of
the ML model-building process.
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3.4. Phase 4: Learning and Training

Finally, in this phase, a learning and training process that used the filtered data was
applied, and then an ML model to forecast the PER was obtained. The Learning and
Training process consisted of four sequential processes, as shown in Figure 4.
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• First, the filtered data were processed (preprocessing) to obtain the data that could
improve results through tasks, such as labeling records, normalizing and imputing
data, and eliminating records with anomalies [49,50]. Another important task was
data balancing, that is, making the number of records of each PER category equal
among them to avoid learning biases, for which an oversampling technique named
the Synthetic Minority Oversampling Technique (SMOTE) [51] was used. Next, the
preprocessed and balanced data were separated into Train and Validation, and Test
datasets.

• Second, the Training and Validation process was performed. During Training, an
ML algorithm was applied to the Train and Validation dataset. During Validation,
the model’s efficiency was evaluated with the Validation dataset which was not used
during Training. To avoid the overfitting phenomena [52] and successfully evaluate the
predictive model, the cross-validation technique with k-folds was used. This technique
consists of dividing the data into k groups and repeating the training process k times;
in each iteration, the training was carried out with k −1 datasets, and the validation of
the model was obtained with the remaining k dataset; and in the end, the efficiency of
the model was obtained by the average of the efficiency of each iteration.

• If the validation results were satisfactory, then the Testing process was conducted;
otherwise, a calibration process was executed and returned to the Training and Val-
idation process with the new hyperparameters obtained by the calibration process.
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The Training and Validation process was implemented by using libraries, such as
TensorFlow [53] and Keras [54].

• Third, the ML model obtained by the previous process was applied to the Test dataset
and its results were measured using the error metrics from Table 4. If the results
were satisfactory, then the ML model was considered satisfactory to forecast the PER;
otherwise, the Calibration process was conducted and returned to the Training and
Validation process with the new hyperparameters.

• Fourth, the ML algorithm’s hyperparameters were adjusted to improve results (cal-
ibration), which can be performed randomly, systematically, or through a gradient
descent technique [55].

Table 4. Metrics to evaluate the forecasting results.

Metric Description Formulation

Sensitivity The rate of true positives (TP) in proportion to the sum of
false negative (FN) cases with true positives.

TP
FN+TP

Specificity The rate of true negatives (TN) in proportion to the sum of
false positive (FP) cases with true negatives

TN
TN+FP

Accuracy The rate of the forecast’s accuracy. TN+TP
TN+FP+FN+TP

Precision The rate of the forecast’s true positives. TP
FP+TP

Contextual Data

To obtain contextual data, opinion surveys and contextual information gathering were
used on the perception of each voter about the identified EF and their voting preference,
taking into account a mix of scenarios that were approximated by values of the simulation
parameters from Table 5.

Table 5. Variation in the simulation model’s hyperparameters and EF.

Variable Description Lowest Value Highest Value Variation (∆)

Hyperparameter

q

Level of influence of neighbors on
the voter’s preference: no

influence (0), strong influence (1),
and moderate influence (0.5)

0 1.000 0.100

A Upper limit of the voting rate for
the opposition candidate 0.350 0.600 0.125

B Lower limit of the voting rate for
the pro-government candidate 0.500 0.700 0.125

Factor

QE Satisfaction with the country’s
economic situation 0 1.000 0.050

QC Government’s ethical conduct 0 1.000 0.050

QS Level of attention to basic services 0 1.000 0.050

QI Voter’s agreement with the
government’s political ideology QIc–QIin–QInc

4. Case Studies

To test the proposed method, the cases of the presidential elections in Brazil (2010),
Uruguay (2019), and Peru (2001 to 2021) were considered.

4.1. Brazil, Uruguay, and Peru Cases
4.1.1. Presidential Elections in Brazil in 2010

More than 136 million Brazilians participated in the presidential elections of 3 October
2010, to choose between nine candidates. The three most voted were Dilma Vana Rousseff
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(DVR), the candidate from the Workers’ Party, with 46.7% of votes; José Serra, the candidate
from the Brazilian Social Democracy Party, with 32.6%; and Marina Silva from the Green
Party with 19.4%. None of the other candidates from the other six political parties surpassed
the barrier of 1% of votes (PDBA, 2022). In the second round held on Sunday, 31 October,
between the two most voted candidates, Rousseff was victorious, with 56.05% of the votes,
becoming the first female president of Brazil, and who succeeded Luiz Ignácio Lula da
Silva, also from the same party.

4.1.2. Presidential Elections in Uruguay in 2019

Around 2.43 million Uruguayans participated in the presidential elections of 27 Oc-
tober 2019, to choose between seven candidates. The three most voted were Luis Lacalle
Pou (LLP), the candidate from the National Party, with 28.62%; Daniel Martínez from the
Broad Front with 39.02%; and Ernesto Talvi from the Colorado Party with 12.34% (EP, 2022).
In the second round held on Sunday, November 24, 2019, between the two most-voted
candidates, Luis Lacalle was victorious with 50.79%.

4.1.3. Presidential Elections in Peru between 2001 and 2021

• Peru 2001. The winner was Alejandro Toledo Manrique (ATM), representative of the
“Perú Posible” party, who received the country with the main positive macroeconomic
indicators and most negative social indicators. The outgoing president, Alberto
Fujimori Fujimori, no longer had popularity due to the proven crimes of corruption,
which motivated his escape and resignation, being temporarily replaced by Valentín
Paniagua. There was macroeconomic stability, growth recovery, and external solidity
due to the existence of international reserves, with an approximate inflation of 3.7% at
the end of 2000.

• Peru 2006. The winner was Alan García Pérez (AGP), the candidate from the APRA,
who received a country that grew 4.19% on average between 2001 and 2005 and
reached an average inflation of 1.94%. The outgoing president ATM presented se-
rious corruption problems, especially from his family group. The boom of mineral
exports plus the unprecedented growth of domestic demand due to the rise of private
consumption and investment in large projects of public infrastructure generated the
highest growth in the region. The prices of essential products had remained stable.

• Peru 2011. The winner was Ollanta Humala Tasso (OHT), the representative of the
“Alianza Gana Perú” party. The outgoing president AGP presented serious corruption
allegations. However, in the five years of 2006–2010, on an annual average, the GDP
grew 7.2% and the inflation was 2.5%, the lowest in the region, reducing poverty
indexes; moreover, social programs continued and investment in education grew from
USD650 to USD1100 per student.

• Peru 2016. The winner was Pedro Pablo Kuczynsky (PPK), the representative from
the “Peruanos por el Cambio” party, who received the country with a very high
perception of insecurity, with significant economic growth in the last five years and
with an outbreak of Odebrecht corruption cases. He resigned with less than two
due to probable cases of corruption and bribery. He was replaced in 2018 by the
Vice President Martín Vizcarra Cornejo (MVC), who was vacated by the Congress
of the Republic for moral incapacity, which caused the presidency to fall on Manuel
Merino de Lama from the “Acción Popular” party and President of the Congress.
Merino resigned in less than a week due to the population’s strong rejection, with
the presidency being assumed by the new President of the Congress, the engineer
Francisco Sagasti Hochhausler (FSH) from the “Morado” party in 2020.

• Peru 2021. The winner was Pedro Castillo Terrones (PCT), who was the representative
from the “Perú Libre” party. He received a polarized country due to the corruption of
the preceding governments and the country’s general situation caused by COVID-19.
The Peruvian economy had been reduced by 11 percentual points and poverty had
grown by 10% in the last five-year period.
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4.2. Construction of the Forecasting ML Model

Due to the limitation in data availability, a simulation model proposed by Charcon
and Monteiro [1] was used due to its good results in the Brazil and Uruguay scenarios and
its ease of use.

• The EFs considered were the level of satisfaction with the economic situation (QE),
conformity with the level of government-provided services (QS), acceptance of the
government’s ethical conduct (QC), and the level of agreement with the government’s
political ideology (QI).

• The following parameters were used: level of influence of neighbors (q), number
of neighbors (v), weight of ideological influence (σ), and limits to determine vote
preference (α and β).

• To generate data for many scenarios, variations in the simulation model’s hyperparam-
eter values and EF were considered (see Table 5), where the QI factor was expressed by
a trio that added up to 1 (100%): QIc (agrees), QIin (indifferent), QInc (does not agree).

• The values of QI represent various scenarios; for example: polarized = {0.50, 0.00, 0.50},
balanced = {0.33, 0.33, 0.33}, pro-government = {0.75, 0.00, 0.25}, and pro-opposition =
{0.25, 0.00, 0.75}. Furthermore, the same values were used for v and σ (v = 4, and σ = 2)
in all scenarios.

With this setup, the PER was determined by using equations from the simulation
model, which were coded with values of 1, 2, and 3 for pro-government (G), centrist (M),
and opposition (O), respectively, obtaining 6,335,145 scenarios (records). For description
purposes, only a sample of three records of the final dataset are shown in Table 6.

Table 6. A sample of three records of synthetic data.

EF Hyperparameters

PER
QE QS QC

QI
q α β

QIc QIin QInc

0.050 0.800 0.250 0.750 0.000 0.250 0.300 0.560 0.660 1
0.050 0.800 0.250 0.750 0.000 0.250 0.400 0.350 0.650 2
0.050 0.800 0.250 0.750 0.000 0.250 0.400 0.475 0.525 3

Next, Pearson correlation analysis was applied to the synthetic data (input) and the
PER (output) using the NumPy library from Python programming language, as shown in
Figure 5.

The linear correlation coefficients had a value in the [+1, −1] range, with +1 being
a perfect positive correlation and −1, being a perfect negative correlation. The negative
correlation of −0.707 between QIc and QInc was because QIc, QIin, and QInc values added
up to 1. Also, there was a low correlation of QIin and q with the PER, with values of −0.019
and −0.010, respectively; therefore, the QIin and q variables were removed.

Due to the EF and hyperparameter values being in the range of 0 to 1, it was unneces-
sary to normalize the data.

The dataset was split with an 80:20 ratio, in which 80% of the data was assigned to the
Train and Validation dataset and 20% of the remaining data to the Test dataset [56].

Finally, the Train and Validation dataset was balanced using SMOTE since the synthetic
data presented 43%, 24%, and 33% of the records (imbalanced) for categories 1, 2, and 3 of
PER, respectively, obtaining 6,465,136 records (see Table 7).

For the Learning and Training process, any ML algorithm could be used, but an ANN
model was used because it showed good performance results in similar research [57–62]
and also in several forecasting problems of different fields such as education [63,64], bank-
ing [65–68], and real estate [69]. The calibration of the ANN to find the optimal hyperpa-
rameters was conducted using the Grid Search technique [70], and the metrics from Table 4
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were used to measure the performance of all experiments and identify the best ANN model.
The set of search values defined for the hyperparameters is given in Table 8.
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Table 7. Number of records of synthetic data and preprocessed data.

PER Synthetic Data
Preprocessed Data

Train and Validation Test Total

Pro-government (1) 2,743,815 2,157,873 548,763 2,706,636
Centrist (2) 1,528,755 2,142,172 305,751 2,447,923

Opposition (3) 2,062,575 2,165,091 412,515 2,577,606
Total 6,335,145 6,465,136 1,267,029 7,732,165

Table 8. Search space for tuning hyperparameter values.

Hyperparameters Grid Search Space

Number of hidden layers 1–8
Number of nodes per hidden layer 5–12

Activation function relu, tanh, and sigmoid
Optimizer SGD *, Adam, and Nadam
Batch sizes 32, 48, 96, and 256

Epochs 50, 80, and 100
* Stochastic Gradient Descent.

Also, a resampling technique was used, in which the Train and Validation dataset was
divided into 10 subsets, with 1 set used for validation and 9 for training (10 K-fold). The
ANN was implemented using Python within the Google Colab platform, using the Keras
and Tensor Flow libraries.

After the experiments and calibration, the final architecture for the ANN was com-
posed of four layers, one input layer of seven nodes, two hidden layers with 10 nodes per
layer, one output layer of one node, ‘tanh’ and ‘Adam’ as activation functions, and a batch
size of 256 (see Figure 6). Moreover, this ANN model was stabilized in epoch 50, presenting
a mean-squared error of 0.0517 (see Figure 7).
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Table 9 shows that the final ML model achieved a high accuracy rate in both the Train
and Validation and Test datasets, being 97.9% and 97.5%, respectively.

Table 9. Summary of the final ML model’s performance.

Dataset PER Accuracy Sensitivity Specificity Precision

Training and
Validation

Pro-government (1) 0.979 0.982 0.991 0.983
Centrist (2) 0.979 0.970 0.988 0.975

Opposition (3) 0.979 0.985 0.989 0.979

Test
Pro-government (1) 0.975 0.979 0.990 0.987

Centrist (2) 0.975 0.960 0.985 0.952
Opposition (3) 0.975 0.981 0.989 0.977

4.3. Representation of the Case Studies

The case studies were represented by their parameters in the simulation model, being
the same given in the study by Charcon and Monteiro [1] for the Brazil and Uruguay cases.
In the case of Peru, the main political organizations and their candidates were grouped
considering their discourse, policy plan, and their association with the government of
the day (see Table 10), and the parameters were estimated by analyzing the country’s
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socioeconomic situation, the government-of-the-day policies, and the candidates (see
Table 11).

Table 10. Position of the candidates about the government of the day.

Elections

Position about the Government of the Day

Pro-Government
(G)

Centrist
(M)

Opposition
(O)

2010 (BR) DVR M. Silva J. Serra

2019 (UR) D. Martínez E. Talvi LLP

2001 (PE) L. Flores
C. Boloña AGP ATM

F. Olivera

2006 (PE) L. Flores
L. Lay

OHT
V. Paniagua
S. Villarán

AGP
M. Chávez

2011 (PE) KFH
L. Castañeda PPK OHTATM

2016 (PE) V. Mendoza
G. Santos

PPK
A. Barnechea

AGP
K. Fujimori

2021 (PE)
KFH

R. López
H. de Soto

C. Acuña
J. Lescano
H. Forsyth

PCT
K. Fujimori
V. Mendoza
J. Guzmán

Table 11. Representation of the parameters in the case studies.

Cases QE QS QC QInc QIc α β

2010 (BR) 0.6 0.9 0.4 0.5 0.5 0.57 0.65
2019 (UR) 0.5 0.33 0.7 0.5 0.5 0.47 0.53
2001 (PE) 0.25 0.20 0.15 0.75 0.25 0.20 0.29
2006 (PE) 0.25 0.25 0.15 0.33 0.33 0.15 0.29
2011 (PE) 0.35 0.20 0.15 0.75 0.25 0.23 0.28
2016 (PE) 0.45 0.40 0.20 0.75 0.25 0.30 0.36
2021 (PE) 0.15 0.15 0.15 0.75 0.25 0.17 0.24

For example, for the case of the presidential elections in Peru in 2011 (PER = 3; the
opposition won), the configuration was expressed as 35% of Peruvians were satisfied with
the economic situation; 20% were content with the level of government-provided services;
and 15% accepted the government’s ethical conduct. A total of 75% did not agree with
the government’s political ideology and 25% did agree, with an upper limit of 0.23 (α) for
the voting rate of the opposition candidate and a lower limit of 0.28 (β) for the voting rate
of the pro-government candidate, whose values were not found in the synthetic data but
which did not affect the ML model due to its characteristics of generalization.

4.4. Results

Table 12 shows that the forecasting of PERs using the ML model in the seven case
studies (Table 11) matched 100% with the actual PERs (first-round election).

In the Brazil 2010 case, the forecasting of PERs using the ML model identified DVR
(pro-government; PER = 1) as the winner.

In Uruguay 2019, the forecasting of PERs using the ML model identified LLP (opposi-
tion; PER = 3) as the winner.
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Table 12. Results of the forecast model for the case studies (first-round election).

Cases Actual Result Model Result
(Prediction)

2010 (BR) 1 1
2019 (UR) 3 3
2001 (PE) 3 3
2006 (PE) 2 2
2011 (PE) 3 3
2016 (PE) 3 3
2021 (PE) 3 3

In the elections of Peru, the forecasting of PER using the ML model for the first round
was as follows: in 2001, the opposition candidate ATM (PER = 3); in 2006, the centrist
candidate OHT (PER = 2), but in the second round, the opposition candidate AGP won;
in 2011, the opposition candidate OHT (PER = 3); in 2016, the opposition candidate KFH
(PER = 3), but in the second round, the centrist candidate PPK won; and finally, in 2021, the
opposition candidate PCT (PER = 3).

5. Discussion and Conclusions

In this study, a systematic method based on an ML algorithm (named ANN) and
Simulation of voter behavior was proposed to build a predictive model of PER and it
achieved high precision. Unlike other studies, which have generally focused on one case
study, the proposed method is systematic and can be applied to any case, even in the
absence of real data.

The proposed method consists of four sequential phases. In phase 1, electoral factors
were identified, which were necessary for obtaining real or synthetic data and are deter-
minants in the results for both the simulation of voter behavior and the forecasting. In
phase 2, voter behavior was simulated to generate synthetic data; therefore, a simulation
model was built based on the electoral factors and parameters that represent the electoral
context. In phase 3, the factors were filtered to improve the forecasting results; not doing so
could include interdependent factors, which might affect the precision of results. Finally, in
phase 4, a four-step process (preprocessing, training–validation, testing, and calibration)
was conducted to generate an ML model with high precision. Then, using the obtained
model and defining the parameters that represent the contextual situation of the political
scenario in each country (case study) through approximated and adjusted parameters, the
forecasting of the PER was made.

The proposed method was applied to build a forecasting model of PER in the first
round for seven real cases in three countries: Brazil, Uruguay, and Peru. A total of 6′335,145
records of synthetic data, five electoral factors (satisfaction with the economic situation,
conformity with the level of government-provided services, acceptance of the government’s
ethical conduct, agreement with the government’s political ideology, and non-agreement
with the government’s political ideology), and two parameters (upper limits for the vote
for the opposition and centrist candidates) were applied. Finally, the built model was an
ANN with an input layer of seven nodes (five factors and two parameters), two hidden
layers with 12 nodes each, and one output layer with one node (PER), and it achieved an
accuracy of 98%.

The model’s results generated by the proposed method showed a 100% match in
all cases for the first-round election process, demonstrating that the proposed model
is systematic and applicable in various scenarios. In addition, since the forecasting of
presidential elections, understood as the declaration of outcomes before they happen, is an
important tool for candidates, politicians, and government institutions to build strategic
plans regarding the political and economic future of countries, this method could be an
excellent means to support the building of such plans.
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A limitation of our proposal focuses on the process for estimating the parameters that
the model needs to reproduce any political scenario to make correct electoral predictions.
Also, the model’s explainability to find the factors that most influence the preferences of
voters and ultimately the forecasting results is another found limitation, since this requires
the use of techniques that go beyond the predictability used in this research.

Finally, the quality of the results depends on the quality of contextual data and the
efficiency of the simulation model; the latter presents difficulties in reproducing the electoral
context, which is generally subjective and, consequently, prone to errors.
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